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- INTRODUCTION

This is a book on network and Internet security. As such, before we embark on our journey
of understanding the various concepts and technical issues related to security (i.e. trying to
understand how to protect), it is essential to know what we are trying to protect. What are
the various dangers when we use computers, computer networks, and the biggest network
of them all, the Internet? What are the likely pitfalls? What can happen if we do not set up
the right security policies, framework and technology implementations? This chapter at-
tempts to provide answers to these basic questions.

We start with a discussion of the fundamental point: Why is security required in the first
place? People sometimes say that security is like statistics: what it reveals 1s trivial, what 1t
conceals is vital! In other words, the right security infrastructure opens up just enough doors
that are mandatory. It protects everything else. We discuss a few real-life incidents that
should prove beyond doubt that security cannot simply be compromised. Especially these
days when serious business and other types of transactions are being conducted over the
Internet to such a large extent, inadequate or improper security mechanisms can bring the
whole business down, or play havoc with people’s lives!

We then discuss the key principles of security. These principies help us identity the various
areas, which are crucial while determining the security threats and possible solutions to
tackle them. Since electronic documents and messages are now becoming equivalent to the
paper documents in terms of their legal validity and binding, we examine the various
implications in this regard.

This is followed by a discussion of the types of attacks. There are certain theoretical
concepts associated with attacks, and there is a practical side to it as well. We discuss all these
aspects.

Finally, we discuss the outline and scope of the rest of the book. This will pave way for
further discussions of network and Internet security concepts.
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@ THE NEED FOR SECURITY

Most initial computer applications had no, or at best, very little security. This continued for
a number of years until the importance of data was truly realized. Until then, computer data
was considered to be useful, but not something to be protected. When computer applica-
tions were developed to handle financial and personal data, the real need for security was
felt like never before. People realized that data on computers is an extremely important
aspect of modern life. Therefore, various areas in security began to gain prominence. Two
typical examples of such security mechanisms were as follows:

* Provide a user id and password to every user, and use that information to authenticate
a user

* Encode information stored in the databases in some fashion, so that it 1s not visible to
users who do not have the right permissions

Organizations employed their own mechanisms in order to provide for these kinds of
basic security mechanisms. As technology improved, the communication infrastructure be-
came extremely mature, and newer applicatons began to be developed for various user
demands and needs. Soon, people realized that the basic security measures were not quite
enough.

Furthermore, the Internet took the world by storm, and there were many examples of
what could happen if there was insufficient security built in applications developed for the
Internet. Figure 1.1 shows such an example of what can happen when you use your credit
card for making purchases over the Internet. From the user’s computer, the user details such
as user id, order details such as order id and item id, and payment details such as credit card
information travel across the Internet to the merchant's server (i.e. to the merchant’s com-
puter). The merchant’s server stores these details in its database.

There are various security holes here. First of all, an intruder can capture the credit card
details as they travel from the client to the server. If we somehow protect this transit from
an intruder’s attack, it sull does not solve our prnhlem. Once the merchant receives the
credit card details and validates them so as to process the order and later obtain payments,
the merchant stores the credit card details into its database. Now, an attacker can simply
succeed in accessing this database, and therefore, gain access to all the credit card numbers
stored therein! One Russian attacker (called Maxim) actually managed to intrude into a
merchant Internet site and obtained 300,000 credit card numbers from its database. He
then attempted extortion by demanding protection mnn'i,?}' ($100,000) from the merchant.
The merchant refused to oblige. Following this, the attacker published about 25,000 of
the credit card numbers on the Internet! Some banks reissued all the credit cards at a cost
of $20 per card, and others forewarned their customers about unusual entries in their
statements,

Such attacks could obviously lead to great losses—both in terms of finance and goodwill.
Generally, it takes $20 to replace a credit card. Therefore, if a bank has to replace 300,000
such cards, the total cost of such an attack is about $6 million! Had the merchant in the
example just discussed employed proper security measures, he would have saved so much
money and bother. ’
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Customer Id: 78910
Order Id: 90
Item Id: 156

Credit Card Number:
1234567890

Issued By: Visa

Valid Till: Jan 2006

Server
Database

- g

Fig. 1.1 Example of information traveling from a client to a server over the Internet

Of course, this was just one example. Several such cases have been reported in the last
few months, and the need lor proper security is being felt increasingly with every such
attack. In an another example in 1999, a Swedish hacker broke into Microsoft’'s Hotmail
Website, and created a mirror site. This site allowed anyone to enter any Hotmail user’s
email id, and read her emails!

In 1999, two independent surveys were conducted to invite people’s opinions about the
losses that occur due to successful attacks on security. One survey pegged the losses figure
at an average of $256,296 per incident, and the other one’s average was $759,380 per
incident. Next year, this figure rose to $972,857!

- SECURITY APPROACHES
1.3.1 Security Models

An urganiz.atinn can take several apprﬂaches to imp]f:ment is Sﬂ'curil}' model. Let us sum-
marize these approaches.

* No security: In this simplest case, the approach could be a decision to implement no
security at all.

* Security through obscurity: In this model, a system is secure simply because nobody
knows about its existence and contents. This approach cannot work for too long, as
there are many ways an attacker can come to know about it.

* Host security: In this scheme, the security for each host is enforced individually. This
is a very safe approach, but the trouble is that it cannot scale well. The complexity and
diversity of modern sites/organizations makes the task even harder.



4 l Cryptography ond Network Security

* Network security: Host security is tough to achieve as organizations grow and become
more diverse. In this technique, the focus is to control network access to various hosts
and their services, rather than individual host security. This 15 a very efficient and
scalable model.

1.3.2 Security Management Practices

Good security management practices always talk of a security policy being in place.
Putting a security policy in place is actually quite tough. A good security policy and its
proper implementation go a long way in ensuring adequate security management practices.
A good security policy generally takes care of four key aspects, as follows.

* Affordability: How much money and efforts does this security implementation cost?

* Functionality: What is the mechanism of providing security?

* Cultural issues: Does the policy gel well with the people’s expectations, working style
and beliefs?

* Legality: Does the policy meet the legal requirements?
Once a security policy is in place, the following points should be ensured.

(a) Explanation of the policy to all concerned.
(b) Outline everybody's responsibilities.

(c) Use simple language in all communications.
(d)} Accountability should be established.

(e) Provide for exceptions and periodic reviews.

- PRINCIPLES OF SECURITY

Having discussed some of the attacks that have occurred in real life, let us now classify the
principles related to security. This will help us understand the attacks better, and also help
us in thinking about the possible solutions to tackle them. We shall take an example to
understand these concepts.

Let us assume that a person A wants to send a check worth $100 to another person B.
Normally, what are the factors that A and B will think of, in such a case? A will write the check
for $100, put it inside an envelope, and send it to B.

v A will like to ensure that no one except B gets the envelope, and even if someone else
gets it, she does not come to know about the details of the check. This is the principle
of confidentiality.

v" A and B will further like to make sure that no one can tamper with the contents of the
check (such as its amount, date, signature, name of the payee, etc.). This is the principle
ol integrity.

v" B would like 1o be assured that the check has indeed come from A, and not from
someone else posing as A (as it could be a fake check in that case). This is the principle
of authentication.

v" What will happen tomorrow if B deposits the check in her account, the money is
transferred from A's account to B's account, and then A refuses having written/sent the
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check? The court of law will use A's signature to disallow A to refute this claim, and settle
the dispute. This is the principle of non-repudiation.
These are the four chief principles of security. There are two more, access control and

availability, which are not related to a particular message, but are linked to the overall
system as a whole.

We shall discuss all these security principles in the next few sections.

1.4.1 Confidentiality

The principle of confidentiality specifies that only the sender and the intended recipient(s)
should be able to access the contents of a message. Confidentiality gets compromised if an
unauthorized person is able to access a message. Example of compromising the confiden-
tiality of a message is shown in Fig. 1.2. Here, the user of computer A sends a message to
the user of computer B. (Actually, from here onwards, we shall use the term A to mean the
user A, B to mean user B etc., although we shall just show the computers of user A, B, etc.).
Another user C gets access to this message, which is not desired, and therefore, defeats the
purpose of confidentiality. Example of this could be a confidential email message sent by
A to B, which is accessed by C without the permission or knowledge of A and B. This type
of attack is called as interception.

Fig. 1.2 Loss of confidentiality

1.4.2 Authentication

Authentication mechanisms help establish proof of identities. The authentication process
ensures that the origin of an electronic message or document is correctly identified. For
instance, suppose that user C sends an electronic document over the Internet to user B.
However, the trouble is that user C had posed as user A when she sent this document to user
B. How would user B know that the message has come from user C, who is posing as user



b I Cryptography and Network Security

A? A real life example of this could be the case of a user C, posing as user A, sending a funds
transfer request (from A’s account to C’s account) to bank B. The bank might happily
transfer the funds from A’s account to C's account—after all, it would think that user A has

requested for the funds transfer! This concept i1s shown in Fig. 1.3. This type of attack is
called as fabrication.

1.4.3 Integrity

When the contents of a message are changed after the sender sends it, but before it reaches
the intended recipient, we say that the integrity of the message is lost. For example, suppose
you write a cheque for $100 to pay for the goods bought from the US. However, when you
see your next account statement, you are startled to see that the cheque resulted in a
payment of $1000! This is the case for loss of message integrity. Conceptually, this is shown
in Fig. 1.4. Here, user C tampers with a message originally sent by user A, which is actually
destined for user B. User C somehow manages to access it, change its contents, and send the
changed message to user B. User B has no way of knowing that the contents of the message
were changed after user A had sent it. User A also does not know about this change. This
type of attack is called as modification.

1.4.4 Non-repudiation

There are situations where a user sends a message, and later on refuses that she had sent that
message. For instance, user A could send a funds transfer request to bank B over the
Internet. After the bank performs the funds transfer as per A's instructions, A could clain.
that she never sent the funds transfer instruction to the bank! Thus, A repudiates, or denies,
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Ideal route of the message

Transfer
$100
oD Actual route of the message to C
c

Fig. 1.4 Loss of integrity

her funds transfer instruction. The principle of non-repudiation defeats such possibilities of
denying something, having done it

%w@u Non-repudiation does not allow the sender of a message to refute the claim of
not sending that message.

1.4.5 Access Control

The principle of access control determines who should be able to access what. For instance, we
should be able to specify that user A can view the records in a database, but cannot update
them. However, user B might be allowed to make updates as well. An access control mecha-
nism can be set up to ensure this. Access control is broadly related to two areas: role man-
agement and rule management. Role management concentrates on the user side (which user can
do what), whereas rule management focuses on the resources side (which resource is acces-
sible, and under what circumstances). Based on the decisions taken here, an access control
matrix is prepared, which lists the users against a list of items they can access (e.g. it can say
that user A can write to file X, but can only update files Y and Z). An Access Control List
(ACL) is a subset of an access control matrix.

1.4.6 Availability

The principle of availability states that resources (i.e. information) should be available to
authorized parties at all times. For example, due to the intentional actions of another
unauthorized user C, an authorized user A may not be able to contact a server computer B,
as shown in Fig. 1.5. This would defeat the principle of availability. Such an attack is called
as interruption.
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Having discussed the various principles of security, let us now discuss the different types
of attacks that are possible, from a technical perspective.

- TYPES OF ATTACKS

We can classify the types of attacks on computers and network systems into two categories
for better understanding: (a) Theoretical concepts behind these attacks, and (b) Practical
approaches used by the attackers. Let us discuss these one-by-one.

1.5.1 Theoretical Concepts

As we have discussed earlier, the principles of security face threat from various attacks. These
attacks are generally classified into four categories, as mentioned earlier. They are:

* Interception—Discussed in the context of confidentialily, earlier.
Fabrication—Discussed in the context of authentication, earlier.
* Modification—Discussed in the context of integrity, earlier.

* Interruption—Discussed in the context of availability, earlier.

These attacks are further grouped into two types: passive attacks and active attacks, as
shown 1n Fig. 1.6.

Let us discuss these two types of attacks now.
|. Passive attacks

Passive attacks are those, wherein the attacker indulges in evesdropping or monitoring of
data transmission. In other words, the attacker aims to obtain information that is in transit.
The term passive indicates that the attacker does not attempt to perform any modifications
to the data. In fact, this is also why passive attacks are harder to detect. Thus, the general
approach to deal with passive attacks is to think about prevention, rather than detection or
corrective actions.
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Afttacks

Passive attacks Active attacks

Fig. 1.6 Types of attacks

MEII Passive attacks do not involve any modifications to the contents of an oniginal
message.

Figure 1.7 shows further classification of passive attacks into two sub-categories. These
categories are release of message contents and traffic analysis.

Passive attacks (Interception)

| Release of message contents Traffic analysis

Fig. 1.7 Passive attacks

Release of message contents is quite simple to understand. When we send a confidential email
message to our friend, we desire that only she be able to access it. Otherwise, the contents
of the message are released against our wishes to someone else. Using certain security
mechanisms, we can prevent release of message contents. For example, we can encode messages
using a code language, so that only the desired parties understand the contents of a message,
because only they know the code language. However, if many such messages are passing
through, a passive attacker could try to figure out the similarities between them to come up
with some sort of pattern that provides her some clues regarding the communication that
is taking place. Such attempts of analyzing (encoded) messages to come up with likely
patterns are the work of the traffic analysis attack.

1. Active ottacks

Unlike passive attacks, the active attacks are based on modification of the original message in
some manner, or on creation of a false message. These attacks cannot be prevented easily.
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However, they can be detected with some effort, and attempts can be made to recover from
them. These attacks can be in the form of interruption, modification and fabrication.

Wﬂ In active attacks. the contents of the original message are modified in some
way.

* Interruption attacks are called as masquerade attacks.

* Modification attacks can be classified further into replay attacks and alteration of
messages.

* Fabrication causes Denial Of Service (DOS) attacks.

This classification i1s shown in Fig. 1.8.

Active attacks
Interruption s Fabrication
(Masquerade) Modification (Denial Of Service—DOS)
Replay attacks Alterations

Fig. 1.8 Active attacks

Masquerade 1s caused when an unauthorized entity pretends to be another entity. As we
have seen, user C might pose as user A and send a message to user B. User B might be led
to believe that the message indeed came from user A.

In a replay attack, a user captures a sequence of events, or some data units, and resends
them. For instance, suppose user A wants to transfer some amount to user C's bank account.
Both users A and C have accounts with bank B. User A might send an electronic message
to bank B, requesting for the funds transfer. User C could capture this message, and send
a second copy of the same to bank B. Bank B would have no idea that this is an unauthorized
message, and would treat this as a second, and different, funds transfer request from user A.
Therefore, user C would get the benefit of the funds transfer twice: once authorized, once
through a replay attack.

Alteration of messages involves some change to the original message. For instance, suppose
user A sends an electronic message Transfer $1000 to D’s account to bank B. User C might
capture this, and change it to Transfer $10000 to C’s account. Note that both the beneficiary
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and the amount have been changed—instead, only one of these could have also caused
alteration of the message.

Denial Of Service (DOS) attacks make an attempt to prevent legitimate users from accessing
some services, which they are eligible for. For instance, an unauthorized user might send too
many login requests to a server using random user ids one after the other in quick succession,
so as to flood the network and deny other legitimate users an access to the network.

1.5.2 The Practical Side of Attacks

The attacks discussed earlier can come in a number of forms in real life. They can be
classified into two broad categories: application-level attacks and network-level attacks, as
shown in Fig. 1.9.

Security attacks in practice

Application level attacks Network level attacks

Fig. 1.9 Practical side of attacks

Let us discuss these now.

* Application level attacks: These attacks happen at an application level in the sense
that the attacker attempts to access, modify or prevent access to information of a
particular application, or the application itself. Examples of this are trying to obtain
someone'’s credit card information on the Internet, or changing the contents of a
message to change the amount in a transaction, etc.

* Network level attacks: These attacks generally aim at reducing the capabilities of a
network by a number of possible means. These attacks generally make an attempt to
either slow down, or completely bring to halt, a computer network. Note that this
automatically can lead to application level attacks, because once someone is able to

gain access to a network, usually she is able to access/modify at least some sensitive
information, causing havoc.

These two types of attacks can be attempted by using various mechanisms, as discussed
next. We will not classify these attacks into the above two categories, since they can span
across application as well as network levels.

I. Virus
One can launch an application-level attack or a network level attack using a virus.
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m A virus is a piece of program code that attaches itself to legitimate program
code, and runs when the legitimate program runs.

It can then infect other programs in that computer, or programs that are in other
computers but on the same network. This is shown in Fig. 1.10. In this example, after
deleting all the files from the current user’s computer, the virus self-propagates by sending
its code to all users whose email addresses are stored in the current user’s address book.

Delete all files
Add xto y AR IR Send a copy of
Perform Print-Job
Perform Print-Job Parform Virus-Job myself to all

Perform Close-Job Bt i using this user's

End End address book

Retumn
{a) Original clean code (b) Virus infected code (c) Virus code
Fig. 1.10 Virus

Viruses can also be triggered by specific events (e.g. a virus could automatically execute
at 12 PM every day). Usually viruses cause damage to computer and network systems to the
extent that it can be repaired, assuming that the organization deploys good backup and
recovery procedures.

Ml} A virus can be repaired. and its damage can be controlled by using good backup
procedures.

2. Worm

Similar in concept to a virus, a worm is actually different in implementation. A virus
modifies a program (i.e. it attaches itself to the program under attack). A worm, however,
does not modify a program. Instead, it replicates itself again and again. This is shown in
Fig. 1.11. The replication grows so much that ultimately the computer or the network on
which the worm resides, becomes very slow, finally coming to a halt. Thus, the basic purpose
of a worm attack is different from that of a virus. A worm attack attempts to make the
computer or the network under attack unusable by eating all its resources.

W A worm does not perform any destructive actions, and instead, only consumes
system resources to bring it down.

3. Trojan horse

A Trojan horse is a hidden piece of code, like a virus. However, the purpose of a Trojan horse
is different. The main purpose of a virus is to make some sort of modifications to the target
computer or network, whereas a Trojan horse attempts to reveal confidential information
to an attacker. The name (Trojan horse) is due to the Greek soldiers, who hid inside a large
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Perform
Replicate | resource-eating
itsalf tasks, but no
destruction A
Perform 0 Perform
Replicate resource-eating :-> resource-eating
itself tasks, but no tasks, but no
destruction destruction
Perform @ %
resource-eating
destruction I'EEDI.II"I'.'}E-"BHII!"I‘E P P
tasks, but no ng
% ok tasks, but no
destruction
Worm code
Perform
resource-eating st
tasks, but no
destruction

Fig. 1.11  Worm

hollow horse, which was pulled by Troy citizens, unaware of its contents. Once the Greek
soldiers entered the city of Troy, they opened the gates for the rest of Greek soldiers.

In a similar fashion, a Trojan horse could silently sit in the code for a Login screen by
attaching itself to it. When the user enters the user id and password, the Trojan horse
captures these details, and sends this information to the attacker without the knowledge of
the user who had entered the id and password. The attacker can then merrily use the user
id and password to gain access to the system. This is shown in Fig. 1.12.

%&sﬁﬂ A Trojan horse allows an attacker to obtain some confidential information about
a computer or a network.

4. Applets and ActiveX controls

Applets and ActiveX controls were born due to the technological development of the World
Wide Web (WWW) application (usually referred to simply as the Web) of the Internet. In
its simplest form, the Web consists of communication between client and server computers
using a communications protocol called as Hyper Text Transfer Protocol (HTTP). The
client uses a software called Web browser. The server runs a program called Web server. In
its simplest form, a browser sends a HTTP request for a Web page to a Web server. The Web
server locates this Web page (actually a computer file) and sends it back to the Web browser,
again using HTTF. The Web browser interprets the contents of that file, and shows the
results on the screen to the user. This is shown in Fig. 1.13. Here, the client sends a request
for a Web page called as www.yahoo.com/info, which the server sends back to the client.



14 | Cryptography and Network Security

Login program
User Id: xxx :
Password: yyy Login code
Trojan horse
Login code

Fig. 1.12 Trojan horse

Please send me the Web
page www.yahoo.com/finfa

HTTP Request

HTTP Response

Web page
www.yahoo.com/info

o

Fig. 1.13  Example of HTTP interaction between client and server

Many Web pages contain small programs that get downloaded on to the client along with
the Web page itself. These programs then execute inside the browser. Sun Microsystems
provides Java applets for this purpose, and Microsoft’s technology makes use of ActiveX
controls for the same purpose. Both are essentially small programs that get downloaded
along with a Web page and then execute on the client. This is shown in Fig. 1.14. Here, the
server sends an applet along with the Web page to the client.
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Please send me the Web
Cliont page www.yahoo.com/info Sen
{ 3 HTTP Request : r
T — L |

 Client < HTTP Response Server

Web page
www.yahoo.com/info

e

Fig. 1.14 Applet sent back along with a Web page

Usually, these programs (applets or ActiveX controls) are used to either perform some
processing on the client side, or to automatically and perindical]}' request for mformation
from the Web server using a technology called as client pull. For instance, a program can get
downloaded on to the client along with the Web page showing the latest stock prices on a stock
exchange, and then periodically issue HTTP requests for pulling the updated prices, to the
Web server. After obtaining this information, the program could display it on the user’s screen.

These apparently innocuous programs can sometimes cause havocs. What if such a pro-
gram performs a virus-like activity by deleting files on the user’s hard disk, or by stealing
some personal information, or by sending junk emails to all the users whose addresses are
contained in the user’s address book?

To prevent these attacks, Java applets have strong security checks as to what they can do,
and what they cannot. ActiveX controls have no such restrictions. Moreover, a new version
of applets called as signed applets allows accesses similar to ActiveX. Of course, a number
of checks have been in place to ensure that neither applets nor ActiveX controls can do a
lot of damage, and even if they somehow manage to do it, it can be detected. However, at
least in theory, they pose some sort of security risks.

W Java applets (from Sun Microsystems) and ActiveX controls (from Microsoft
Corporation) are small client-side programs that might cause security problems,
if used by attackers with a malicious intention.

5. Cookies

Cookies were born as a result of a specific characteristic of the Internet. The Internet uses
HTTP protocol, which is stateless. Let us understand what it means, and what are its
implications.
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Suppose that the client sends an HTTP request for a Web page to the server. The Web
server locates that page on its disk, sends it back to the client, and completely forgets about
this interaction! If the client wants to continue this interaction, it must identify itself to the
server in the next HTTP request. Otherwise, the server would not know that this same client
had sent a HTTP request earlier. Since a typical application is likely to involve a number
of interactions between the client and the server, there must be some mechanism for the
client to identify itself to the server each time it sends a HT'TP request to the server. For this,
cookies are used. Cookies are perhaps the most popular mechanism of maintaining the state
information (i.e. identifying a client to a server).

%wﬁn A cookie is just one or more pieces of information stored as text strings in a text
file on the disk of the client computer (i.e. the Web browser).

Actually, a Web server sends the Web browser a cookie and the browser stores it on
the hard disk of the client computer. The browser then sends a copy of the cookie to the
server during the next HTTP request. This is used for identification purposes as shown in
Figs. 1.15(a) and 1.15(b).

Name: John
When you (from your client computer) visit an Address: ... -
online shopping site for the first time and fill in City: ... Id: 123456
a form, the Web server creates a unique id for

you.
This unique id is stored along with the
information you have entered in the form, in y

the database on the server. The server sends
only the id to your client computer as a file. f’.‘--__--‘-\\
Your browser stores this file on the hard disk e
of your computer. This file is called as a 123456 John
cookie. Note that other information is on the

sarver itself. The cookie simply establishes a 123457 Pete
link batween the user and the server using the
common id, which is stored on the client's Q

computer as well as in the database on the
server.

Fig. 1.15(a) Creation of cookies
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Id: 123456

Welcome
John!

When you visit the same Website again, T KE LEER
the Web browser sends the cookie back g}
to the Web server. The Web server uses 4

the cookie to retrieve your information Step 3 Step 2
from the database and uses it. A very
simple case could be just greeting you

with a welcome message. \'--______..--‘/

123456 John -
123457 Pete -

saE [T T amm
mam mmm mam

Fig. 1.15(b) Usage of cookies

This works as follows:

(a) When you interact with a Website for the first time, the site might want you to register
yourself. Usually, this means that the Web server sends a page to you wherein you have
a form to enter your name, address and other details such as date o birth, interests, etc.

(b) When you complete this form and send it to the server with the help of your browser,
the server stores this information into its database. Additionally, it also creates a unique
id for you. It stores this id along with your information in the database (as shown in
the Fig. 1.15) and also sends the id back to you in the form of a cookie.

(c) The next time you interact with the server, you do not have to enter any information
such as your name and address. Your browser would automatically send your id (i.e. the
cookie) along with the HTTP request for a particular page to the server (as shown in
the Fig. 1.15).

(d) The server now takes this id, tries to find a match in its database, and having found
it, knows that you are a registered user. Accordingly, it sends you the next page. As
illustrated in the Fig. 1.15, it could be a simple welcome message. In practical situa-
tions, this could be used for many other purposes.

People perceive that cookies are dangerous. Actually, this is generally not true. Cookies
can do little, if any, harm to you. Firstly, the Web server that originally created a cookie can
only access the cookie. Secondly, cookies can contain only text-based information. Thirdly,
the user can refuse accepting cookies.
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6. JavaScript, VBScript and Script

A Web page 1s constructed using a special language called as Hyper Text Markup Language
(HTML). It 1s a tag-based language. A tag begins with the symbol <> and it ends with </
>. Between these boundaries of the tags, the actual information to be displayed on the user’s
computer is mentioned. As an example, let us consider how the tag pair <B> and </B>
can be used to change the text font to boldface. This is shown mn Fig. 1.16.

<B=> This is an example of text being displayed in boldface. </B>

/ t \

Start of boldface The text that needs to be displayed End of boldface
in boldface

Fig. 1.16 Example of the <B> and </B> HTML tags to display the specified text in boldface

When a browser comes across this portion of a HI'ML document, 1t realizes that the
portion of the text embedded within the <B> and </B> tags needs to be displayed in
boldface. Therefore, it displays this text in boldface, as shown in Fig. 1.17.

<B= This is an ! This is an
example of text " Browser _| exampie of text
being displayed interprets this being displayed
in boldface. </B> in boldface.

Fig. 1.17 Output resulting from the use of the <B> and </B> HTML tags to display the
specified text in boldfoce

In addimion to HTML tags, a Web page can contain client-side scripts. These are small
programs written in scripting languages like JavaScript, VBScript or ]Script, which are
executed inside the Web browser on the client computer. For instance, let us assume that a
user visits the Website of an online bookshop. Suppose that the Website mandates that the
user must place an order for at least three books. Then, the Web page can contain a small
JavaScript program, which can ensure that this condition i1s met before the user can place
the order. Otherwise, the JavaScript program would not allow the user to proceed. Note that
HTML cannot be used for this purpose, as its sole purpose is to display text on the client
computer in a pre-specified format. To perform dynamic actions, such as the one discussed
here, we need scripts.

These scripts can be dangerous at times. Since these scripts are small programs, they can
perform a lot of actions on the client’s computer. Of course, there are restrictions as to what
a scripting program can and cannot do. However, still incidents of security breaches have
been reported, whose blame was put to such scripting languages.
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1.5.3 Java Security

|. Introduction

For Java to become successful, it needed to avoid the security problems that had plagued
other models of software distribution. Therefore, the early design of Java focused mainly on
these concerns. Consequently, Java was designed in such a way that Java programs are
considered sale as they cannot install, execute, or propagate viruses, and because the pro-
gram itself cannot perform any action that is harmful to the user’s computer.

As we know, one of the key attributes of Java is the ability to download Java programs
over a network and execute these programs on a different computer within the context of
a Java-enabled browser. Different developers were attracted to Java with different expec-
tations. As a result, they brought different ideas about Java security. Simply put, if we expect
Java to be free from introducing viruses, any release of Java should satisfy our requirements.
(However, il we require special functionalities such as digital signatures, authenucation and
encryption in our programs, we need to use at least release 1.1 of Java).

Interestingly, Java security discussions are centered on the idea of Java’s applet based
security model. This security is contained inside Java-enabled browsers. This model 1s envis-
aged for use on the Internet.

1. The Java sandbox

Java’'s security model is closely associated with the idea of a sandbox model. A sandbox model
allows a program to be hosted and executed, but there are some restrictions in place. The
developer/end user may decide to give the program access to certain resources. However, in
general, they want to make sure that the program is confined to its sandbox. The overall
execution of a Java program on the Internet is as shown in Fig. 1.18, and explained below.

The chief job of the Java sandbox is to protect a number of resources, and it performs
this task at a number of levels, as described below.

A sandbox in which a program can access the CPU, the screen, the keyboard and
mouse, and its own memory. This is the basic sandbox. It contains just enough resources
for a program to execute.

* A sandbox in which a program can access the CPU, and its memory as well as access the
Web server from which it was downloaded. This is often considered as the default state
for the sandbox.

* A sandbox in which program can access the CPU, its memory, its Web server and a set
of resources (files, computers, etc.) that are local.

* An open sandbox, in which the program can access whatever resources the host ma-

chine can.

3. Java application security
Let us discuss the broad level aspects of Java security, and how they relate to each other.
* The bytecode verifier 'The bytecode verifier ensures that Java class files obey the rules of
the Java programming language. The bytecode verifier ensures memory protection

for all Java programs. However, not all files are required to go through bytecode
verification.
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source. Internet .| Java byte
program code verifier
i Class loader
compiler U U
M Java Java
interpret il
g 5 interpreter compiler
gatfield #5
astore 0
Runtime
Javamdbarla © environment
Hardware

Fig. 1.18 Steps in the execution of a Java program on the Internet

* The class loader Class loaders load classes that are located in Java's default path (called
as CLASSPATH). In Java 1.2, the class loaders also take up the job of loading classes
that are not found in the CLASSPATH.

* The access controller In Java 1.2, the access controller allows (or prevents) access from
the core Java API to the operating system.

* The security manager The security manager is the chief interface between the core Java
API and the operating system. It has the ultimate responsibility for allowing or disal-
lowing access to all operating system resources. The security manager uses the access
controller for many of these decisions.

* The security package The security package (that is, classes in the java.security package)
helps in authenticating signed Java classes.

* The key database The key database is a set of keys used by the security manager and
access controller to validate the digital signature that comes along with a signed class
file. In the Java architecture, it is contained within the security package, although it
may be an external file or database as well.

4. Built-in Java application security

From version 1.2, the Java platform itself comes with a security model built for the appli-
cations it runs. Here, the classes that are found in the CLASSPATH may have to go through

—_
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a security check. This allows running of the application code in a sandbox defined by a user
or an administrator. The following points are salient:

* Access methods are stricily adhered to

* A program cannot access arbitrary memory location

* Entities that are declared as final must not be changed
* Variables may not be used before they are initialized

* Array bounds must be checked during all array accesses
* Objects cannot arbitrarily cast into other object types

To illusirate this, consider a C program shown in Fig. 1.19. As we can see, the program
simply declares a character pointer, and without allocating any memory, accepts user input
in that pointer. This can cause havoc, il an attacker finds intelligent ways to exploit such
code. This 1s not possible in Java.

#include <stdio.he

void main ()
{

char *p;

printf {"Enter a string: ");
gets (p):

printf ("You entered: %s", p);
}

Fig. 1.19 C program using a pointer without initializing it

1.5.4 Specific Attacks

On the Internet, computers exchange messages with each other in the form of small groups
of data, called as packets. A packet, like a postal envelope contains the actual data to be sent,
and the addressing information. Attackers target these packets, as they travel from the
source computer to the destination computer over the Internet. These attacks take two
main forms: (a) Packet sniffing (also called as snooping) and (b} Packet spoofing. Since the
protocol used in this communication is called as Internet Protocol (1P), other names for
these two attacks are: (a) IP sniffing and (b) 1P spoofing. The meaning remains the same.

Let us discuss these two attacks.

(a) Packet sniffing: Packet sniffing is a passive attack on an ongoing conversation. An
attacker need not hijack a conversation, but instead, can simply observe (i.e. sniff)
packets as they pass by. Clearly, to prevent an attacker from sniffing packets, the
information that is passing needs to be protected in some ways. This can be done at
two levels: (i) The data that is traveling can be encoded in some ways, or (ii) The
transmission link itself can be encoded. To read a packet, the attacker somehow needs
to access it in the first place. The simplest way to do this 1s to control a computer via
which the trafhic goes through. Usually, this is a router. However, routers are highly
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protected resources. Therefore, an attacker might not be able to attack it, and instead,
attack a less-protected computer on the same path.

(b) Packet spoofing: In this technique, an attacker sends packets with an incorrect
source address. When this happens, the receiver (i.e. the party who receives these
packets containing a false source address) would inadvertently send replies back to this
forged address (called as spoofed address), and not to the attacker. This can lead to
three possible cases:

(i) The attacker can intercept the reply—If the attacker is between the destination
and the forged source, the attacker can see the reply and use that information
tor hijacking attacks.

(ii) The attacker need not see the reply—If the attacker’s intention was a Denial
Of Service (DOS) attack, the attacker need not bother about the reply.

(i11) The attacker does not want the reply—The attacker could simply be angry with
the host, so it may put that host’s address as the forged source address and send
the packet to the destination. The attacker does not want a reply from the
destination, as it wants the host with the forged address to receive it and get
conlused.

Another attack, which is similar to these attacks, is the DNS spoofing attack. As we know,
using the Domain Name System (DNS), people can identify Websites with human-readable
names (such as www.yahoo.com), and computers can continue to treat them as IP addresses
(such as 120.10.81.67). For this, a special server computer called as a DNS server maintains
the mappings between domain names and the corresponding IP addresses. The DNS server
could be located anywhere. Usually, it is with the Internet Service Provider (ISP) of the users.
With this background, the DNS spoofing attack works as follows.

1. Suppose that there is a merchant (Bob), whose site’s domain name 1s www.bob.com, and
the IP address is 100.10.10.20. Therefore, the DNS entry for Bob in all the DNS
servers 15 maintained as follows:
www.bob.com 100.10.10.20

2. The attacker (Say Trudy) manages to hack and replace the IP address of Bob with her
own (say 100.20.20.20) in the DSN server maintained by the ISP of a user, say Alice.
Therefore, the DNS server maintained by the ISP of Alice now has the [ollowing entry:

www.boh.com 100.20.20.20

3. When Alice wants to communicate with Bob’s site, her Web browser queries the DNS
server maintained by her ISP for Bob's IP address, providing it the domain name (i.e.
www.bob.com). Alice gets the replaced (i.e. Trudy’s) IP address, which 1s 100.20.20.20.

4. Now, Alice starts communicating with Trudy, beheving that she is communicating with
Bobh!

Such attacks of DNS spoofing are quite common, and cause a lot of havoc. Even worse, the
attacker (Trudy) does not have to listen to the conversation on the wire! She has to simply be
able to hack the DNS server of the ISP and replace a single 1P address with her own!

A protocol called as DNSSec (Secure DNS) is being used to thwart such attacks. However,
unfortunately it is not widely used.
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Chapter 10 contains a number of case studies in the area of cryptography and network
security. It discusses how the concepts learnt in the earlier chapters can be put into
actual practice. It also covers a few real-life security attacks that have happened, and
how they have been dealt with. This presents the viewpoints of the attackers as well as those
of the attacked party.

Several appendices then examine the various theoretical and practical sides of cryptog-
raphy and network security.

@ Access Control List (ACL) 8 Active attack
8 ActiveX control @ Alteration of
@ Application level attack 8 Authentication
@ Availability @ Confidentiality

Copyrighted material
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@ Denial Of Service (DOS) attack @ Fabrication
8 Integrity & Interception
8 Interruption @ Java applet
@ Masquerade & Modification
& Network level attack & Non-repudiation
@ Passive attack @ Release of message contents
@ Replay anack @ Signed Java applet
@ Trafhic analysis & Trojan horse
& Virus & Worm
Multiple-choice Questions
1. The principle of ensures that only the sender and the intended recipients have
access to the contents of a message.
(a) confidennality (b} authentication
(C) integrity ()} access control
2. If the recipient of a message has to be satisfied with the identifyv of the sender, the principle
of comes into picture.
{a) conhidentiality (b) authentication
(C) integrity (d) access control
3. 1F we want to ensure the principle of the contents of a message must not be
modified while in transit.
(a) conhdentality (b) authentication
(c) ntegrity (d) access control
4. Allowing certain users specific accesses comes in the purview of
(a) confidenuality (h) authentication
(c) integrity (d) access control
5. It a computer system is not accessible, the principle of is violated.
(@) confidentalitv (b) authentication
{c) availability (d) access control
6. The four primary security principles related to a message are

(a) confidentiality, authentication, integrity and non-repudiation
(b) confidentiality, access control, non-repudiation and integrity
(¢} authentication, authorization, non-repudiation and availability
(d) availability, access control, authorization and authentication

. The principle of ensures that the sender of a message cannot later claim that the
MEeSSage was never sent.
(a) access control (b} authentcation
(c) availability (d) non-repudiation
. The attack is related to confidentiality.
(a) interception (b) fabrication

(¢) modification {d) interruption
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9. The attack is related to authentication.
(a) interception (b) fabrication
(€} modification (d} interruption
10. The attack is related to integrity.
{a) interception (b} fabrication
(¢} modification (d) mterruption
11. The attack 1s related to availability.
(a) interception (b) fabrication
() moditfication (d) interruption
12. In attacks, there is no modification to message contents.
(a) passive (h) active
(c} both of the above (d) none of the above
13. In attacks, the message contents are modified.
(a) passive (b) active
(c} both of the above (d) none of the above
14. Interruption attacks are also called as attacks.
(a) masquerade : (b) alteration
(c) denial of service (d) replay attacks
15. DOS attacks are caused by
{(a) authenticaton (b} alteration
(¢} fabrication (d) replay attacks
6. Virus is a computer
(a) file (b) program
(c) database (d) network
17. A worm modify a program.
(a) does not (b) does
(c) may or may not (d) may
18. A replicates itself by creating its own copies, in order to bring the network to a halt.
(a) virus (b) worm
(c) Trojan horse () bomb
19. Applets and ActiveX controls are side programs.
(a) client (b) server
(c) database (d) none of the above
20. ActiveX controls are secure as compared to applets.
(a) more (b) equally
() far more (d) less

Review Questions

. Find out more examples of security attacks reported in the last few years.

What are the key principles of security?
Why is confidentiality an important principle of security? Think about ways of achieving the
same. (Hint: Think about the ways in which children ise a secret language).
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17.
18.
19.
20,
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Discuss the reasons behind the significance of authentication. Find out the simple mechanisms
of authentication. (Hint: What information do you provide when you use a free email service
such as Yahoo or Hotmail?)

In real life, how is the message integrity ensured? (Hint: On what basis is a check honored
or dishonored?)

. What is repudiation? How can it be prevented in real life? (Him¢: Think what happens if you

issue a check, and after the bank debits your account with the amount therein, you complain
to the bank that you never issued that check).

. What is access control? How different is it from availability?
. Why are some attacks called as passive? Why are others called active?

. Discuss any one passive attack.
10.

11.
12.
13.
14.
15.

What is masquerade? Which principle of security is breached because of that?

What are replay attacks? Give an example of replay attacks.

What 1s denial of service attack?

What is a worm? What is the significant difference between a worm and a virus?

Find out more about some recent worms that were floating around the world over the Internet.
Write a small virus-like program in plain English language that accepts a file name and
changes every character in the file to an asterisk.

Read more about computer viruses, and their principle of working in detail.

What is a Trojan horse? What is the principle behind it?

What are Java applets:

Discuss ActiveX controls, and contrast them with applets.

Find out more about applets and ActiveX controls technology.

Design/Programming Exercises

. Write an ActiveX control that creates a file on the user’s disk, when downloaded, and deletes

the same thereafier.

. Write an ASP program that creates a cookie with a value "Welcome to Internet’ on the user’s

computer.

. Write an ASP program thatl reads the cookie value of the above exercise, and displays its value

on the user’s browser.

Write a C program that contains a string (char pointer) with a value 'Hello World'. The
program should XOR each character in this string with () and display the result. Repeat the
exercise by an XOR operation with 1. Do you notice anything special?

. Write a C program that contains a string (char pointer) with a value "Hello World'. The

program should AND, OR and XOR each character in this string with 127 and display the
result. Why are these results different?
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- INTRODUCTION
This chapter introduces the basic concepts in cryptography. Although this word sounds

fearful, we shall realize that it is very simple to understand. In fact, most terms in computer
security have very straightforward meaning. Many terms, for no reason, sound complicated.
Our aim will be to demystify all such terms in relation to cryptography in this chapter. After
we are through with this chapter, we shall be ready to understand computer-based security
solutions and issues that follow in later chapters.

W Cryptography is the art of achieving security by encoding messages to make
them non-readable.

In the early days, cryptography used to be performed by using manual techniques. The
basic framework of performing cryptography has remained more or less the same, of course,
with a lot of improvements in the actual implementation. More importantly, computers now
perform these cryptographic functions/algorithms, thus making the process a lot faster and
secure. This chapter, however, discusses the basic methods of achieving cryptography without
referring to computers.

The basic concepts in cryptography are introduced first. We then proceed to discuss how
we can make messages illegible, and thus, secure. This can be done in many ways. We discuss
all these approaches in this chapter. Modern computer-based cryptography solutions have
actually evolved based on these premises. This chapter touches upon all these cryptography
algorithms. We also discuss the relative advantages and disadvantages of the various algo-
rithms, as and when applicable.

Some cryptography algorithms are very trivial to understand, replicate, and therefore,
crack. Some other cryptography algorithms are highly complicated, and therefore, difficult
to crack. The rest are somewhere in the middle. A detailed discussion of these is highly
essential in cementing our concepts that we shall keep referring to when we actually discuss
computer-based cryptography solutions in later chapters.
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[ZZ] PLAIN TEXT AND CIPHER TEXT

Any communication in the language that you and I speak—that is the human language, takes
the form of plain text or clear text. That is, a message in plain text can be understood by
anybody knowing the language as long as the message is not codified in any manner. For
instance, when we speak with our family members, friends or colleagues, we use plain text
because we do not want to hide anything from them. Suppose I say “Hi Anita”, it is plain text
because both Anita and I know its meaning and intention. More significantly, anybody in the
same room would also get to hear these words, and would know that I am greeting Anita.
Notably, we also use plain text during electronic conversations. For instance, when we
send an email to someone, we compose the email message using Eng!ish (or these days,
another) language. For instance, 1 can compose the email message as shown in Fig. 2.1.

Hi Amit

Hope you are doing fine. How about meeting at the train station this Friday at 5 pm?
Please let me know if it is ok with you.

Regards.
Atul

Fig. 2.1 Example of a plain text message

Now, not only Amit, but also any other person who reads this email would know what I
have written. As before, this 1s simply because 1 am not using any codihied language here.
I have composed my email message using plain English. This is another example of plain
text, albeit in written form.

W Clear text or plain text signifies a message that can be understood by the
sender, the recipient, and also by anvone else who gets an access to that
message.

In normal life, we do not bother much about the fact that someone could be overhearing
us. In most cases, that makes little difference to us because the person overhearing us can
do little damage by using the overheard information. After all, we do not reveal many
secrets in our day-to-day lives.

However, there are situations where we are concerned about the secrecy of our conver-
sations. For instance, suppose that I am interested in knowing my bank account’s balance
and hence I call up my phone banker from my office. The phone banker would generally
ask a secret question (e.g. What is your mother’s maiden name?) whose answer only I know.
This is to ascertain that someone else is not posing as me. Now, when I give the answer to
the secret question (e.g. Meena), I generally speak in low voice, or better yet, initially call
up from a phone that is isolated. This ensures that only the intended recipient (the phone
banker) gets to know the correct answer.
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On the same lines, suppose that my email to my friend Amit earlier shown in Fig. 2.1 is
confidential for some reason. Therefore, I do not want anyone else to understand what 1
have written even if she is able to access the email by using some means, before it reaches
Amit. How do I ensure this? This is exactly the problem that small children face. Many times,
they want to communicate in such a manner that their little secrets are hidden from
the elderly. What do they do in order to achieve this? Usually the simplest trick that they
use 1s a code language. For instance, they replace each alphabet in their conversation
with another alphabet. As an example, they replace each alphabet with the alphabet that is
actually three alphabets down the order. So, each A will be replaced by D, B will be
replaced by E, C will be replaced by F, and so on. To complete the cycle, each W will be
replaced by Z, each X will be replaced by A, each Y will be replaced by B and each Z will
be replaced by C. We can summarize this scheme as shown in Fig. 2.2. The hirst row shows
the original alphabets, and the second row shows what each original alphabet will be re-

placed with.

AIBICID|E|FIGIH|I |J KL M|IN|IO|P|QIR|S|T |U|VIW|X]|Y|Z
DIE|IF|IG|H|I|[J|K|ILIMIN[O|P |JQ|R|S|T|IU|IVIW|X |Y|Z]|A|B|C

Fig. 2.2 A scheme for codifying messages by replacing each alphabet with an alphabet three
places down the line

Thus, using the scheme of replacing each alphabet with the one that 1s three places down
the line, a message [ love you shall become L ORYH BRX as shown in Fig. 2.3.

| L |O |V |E Y| O|U
L OR |Y |H B|IR|X

Fig. 2.3 Codification using the alphabet replacement scheme

Of course, there can be many variants of such a scheme. It is not necessary to replace each
alphabet with the one that is three places down the order. It can be the one that is four, five
or more places down the order. The point 1s, however, that each alphabet in the original
message can be replaced by another to hide the original contents of the message. The
codified message is called as cipher text. Cipher means a code or a secret message.

M;@iﬂ When a plain text message is codified using any suitable scheme, the resulting
message is called as cipher text.

Let us now write our original email message and the resulting cipher text by using the
alphabet-replacing scheme, as shown in Fig. 2.4. This will clarify the idea further.

As shown in Fig. 2.5, there are two primary ways in which a plain text message can be
codified to obtain the corresponding cipher text: Substitution and Transposition.

Let us discuss these two approaches now. Note that when the two approaches are used
together, we call the technique as product cipher.
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Hi Amit, KI Dplw,

Hope you are doing fine. How about meeting Krsh brx duh g'l'qj ilgh. Krz mm

at the train station this Friday at 5 pm? Please dw wkh wudlg vwdwirg wkiv lulgdb dw 5 sp?
let me know if it is ok with you. Sohdvh ohw ph nqrz li Iw Iv rn ziwk brx.
Regards. Uhjdugv.

Atul Dwxo

Fig. 2.4 Example of a plain text message being transformed into cipher text

Transforming a plain text
message into cipher text

Substitution techniques Transposition techniques

Fig. 2.5 Techniques for transforming plain text to cipher text

- SUBSTITUTION TECHNIQUES
2.3.1 Caesar Cipher

The scheme illustrated in Fig. 2.2 was first proposed by Julius Caesar, and is termed as Caesar
Cipher. It was the first example of substitution cipher. In the substitution cipher technique,
the characters of a plain text message are replaced by other characters, numbers or symbols.
Caesar Cipher is a special case of substitution techniques wherein each alphabet in a message
is replaced by an alphabet three places down the line. For instance, using the Caesar Cipher,
the plain text ATUL will become cipher text DWXO.

W In the substitution cipher technique, the characters of a plain text message are
replaced by other characters, numbers or symbols.

Clearly, the Caesar Cipher is a very weak scheme of hiding plain text messages. All that is
required to break the Caesar Cipher is to do the reverse of the Caesar Cipher process—i.e.
replace each alphabet in a cipher text message produced by Caesar Cipher with the alphabet
that is three places up the line. Thus, to work backwards, take a apher text produced by
Caesar Cipher, and replace each A with X, B with Y, C with Z, D with A, E with B and so on.
The simple algorithm required to break Caesar Cipher can be summarized as shown in Fig. 2.6.
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1. Read each alphabet in the cipher text message, and search for it in the second row of the
Fig. 2.2.

2. When a match is found, replace that alphabet in the cipher text message with the
corresponding alphabet in the same column but the first row of the table (e.g. if the
alphabet in cipher text is J, replace it with G).

3. Repeat the process for all alphabets in the cipher text message.

Fig. 2.6 Algorithm to breck caesar cipher

The process shown above will reveal the original plain text. Thus, given a cipher text
message L. ORYH BRX, it is easy to work backwards and obtain the plain text I LOVE YOU

as shown in Fig. 2.7.

Cipher text L O|R|Y |H B |R |X

Plain text J L{O|V |E Y |0 |V

Fig. 2.7 Exomple of breaking caesar cipher

2.3.2 Modified Yersion of Caesar Cipher

Caesar Cipher is good in theory, but not so good in practice. Let us now try and complicate
the Caesar Cipher to make an attacker’s life difhicult. How can we generalize Caesar Cipher
a bit more? Let us assume that the cipher text alphabets corresponding to the original plain
text alphabets may not necessarily be three places down the order, but instead, can be any
places down the order. This can complicate matters a bit.

Thus, we are now saying that an alphabet A in plain text would not necessarily be replaced
by D. It can be replaced by any valid alphabet, 1.e. by E or by F or by G, and so on. Once the
replacement scheme 1s decided, it would be constant and will be used for all other alphabets
in that message. As we know, the English language contains 26 alphabets. Thus, an alphabet
A can be replaced by any ofher alphabet in the Englsh alphabet set, (L.e. B through Z). Of
course, it does not make sense to replace an alphabet by itself (i.e. replacing A with A). Thus,
for each alphabet, we have 25 possibilities of replacement. Hence, to break a message in the
modified version of Caesar Cipher, our earlier algorithm would not work. Let us write a new
algorithm to break this version of Caesar Cipher, as shown in Fig. 2.8.

Let k be a number equal to 1.

Read the complete cipher text message.

Replace each alphabet in the cipher text message with an alphabet
that is k positions down the order,

Increment k by 1.

it k is less than 26, then go to step 2. Otherwise, stop the process.
The original text message corresponding to the cipher text message
is one of the 25 possibilities produced by the above steps.

DA W

Fig. 2.8 Algorithm to break the modified caesar cipher
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Let us take a cipher text message produced by the modified Caesar Cipher, and try
breaking it to obtain the original plain text message by applying the algorithm shown in
Fig. 2.8. Since each alphabet in the plain text can be potentially replaced by any of the
other 25 alphabets, we have 25 possible plain text messages to choose from. Thus, the
output produced by the above algorithm to break a cipher text message KWUM PMZN 1s
shown in Table 2.1.

Table 2.1 Attempts to break modified Caesar cipher text using all possibilities

i i SR e T e i e R
Attempt Number
(Value of K)
I L X V N Q N A N
9 M Y W 0 R o) B O
3 N Z X P S P C P
4 0 A Y Q 1) Q D Q
5 P B 7z R U R E R
6 Q C A S v S F S
7 R D B T W T G T
8 S E C U X U H U
9 T F D % Y v I V
10 U G E w ; W ] W
11 ' H F X A X K X
12 W I G Y B Y L Y
13 X ] H Z C Z M 7
14 Y K 1 A D A N A
15 z L ] B E B O B
16 A M K C F C P C
17 B N L D G D Q D
18 € o M E H E R E
19 D P N F [ F S F
20 E Q 0 G ] G T G
21 F R P H K H U H
29 G 5 Q I L | "
23 H T R ] M ] W]
924 ] U S K N K X K
25 ] v T L 0 L Y L

We can see that the cipher text shown in the first row of the figure needs 25 different
attempts to break in, as depicted by the algorithm shown earlier. As it turns out, the 18th
attempt reveals the correct plain text corresponding to the cipher text. Therefore, we can
actually stop at this juncture. For the sake of completeness, however, we have shown all the
25 steps, which is, of course, the worst possible case.

A mechanism of encoding messages so that they can be sent securely is called as cryptog-
raphy. Let us take this opportunity to introduce a few terms used in cryptography. An attack
on a cipher text message, wherein the attacker attempts to use all possible permutations and
combinations, is called as a Brute-force attack. The process of trying to break any cipher
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text message to obtain the original plain text message itself is called as Cryptanalysis, and
the person attempting a cryptanalysis is called as a cryptanalyst.

WD Cryptanalyst is a person who attempts to break a cipher text message to obtain
the original plain text message. The process itself is called as cryptanalysis.

As we have noticed, even the modified version of the Caesar Cipher is not very secure.
After all, the cryptanalyst needs to be aware of only the following points to break a cipher
text message using the Brute-force attack, in this scheme:

l. Substitution technique was used to derive the cipher text from the original plain text.
2. There are only 25 possibilities to try out.
3. The language of the plain text was English.

Mﬂ A cryptanalyst attempting a Brute-force attack tries all possibilities to derive
the original plain text message from a given cipher text message.

Anyone armed with this knowledge can easily break a cipher text produced by the
modified version of Caesar Cipher. How can we make even the modified Caesar Cipher
tough to crack?

2.3.3 Mono-alphabetic Cipher

The major weakness of the Caesar Cipher is its predictability. Once we decide to replace an
alphabet in a plain text message with an alphabet that is k positions up or down the order,
we replace all other alphabets in the plain text message with the same technique. Thus, the
cryptanalyst has to try out a maximum of 25 possible attacks, and she is assured of a success.

Now imagine that rather than using a uniform scheme for all the alphabets in a given
plain text message, we decide to use random substitution. This means that in a given plain
text message, each A can be replaced by any other alphabet (B through Z), each B can also
be replaced by any other random alphabet (A or C through Z), and so on. The crucial
difference being, there is no relaton between the replacement of B and replacement of A.
That is, if we have decided to replace each A with D, we need not necessarily replace each
B with E—we can replace each B with any other character!

To put it mathematically, we can now have any permutation or combination of the 26
alphabets, which means (26 x 25 x 24 x 23 x ... 2) or 4 x 10*° possibilities! This is extremely
hard to crack. It might actually take years to try out these many combinations even with the
most modern computers.

Mz_ﬂ Mono-alphabetic ciphers pose a difficult problem for a eryptanalyst because it
can be very difficult to crack thanks to the high number of possible permuta-

tions and combinations.

There is only one hitch. If the cipher text created with this technique is short, the
cryptanalyst can try different attacks based on her knowledge of the English language. As
we know, some alphabets in the English language occur more frequently than others.
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Language analysts have found that given a single alphabet in cipher text, the probability
that it is a P is 13.33%—the highest. After P comes Z, which is likely to occur 11.67%. The
probability that the alphabet is C, K, L, N or R is almost O0—the lowest.

A cryptanalyst looks for patterns of alphabets in a cipher text, substitutes the various
available alphabets in place of cipher text alphabets, and then tries her attacks.

Apart from single-alphabet replacements, the cryptanalyst also looks for repeated pat-
terns of words fo try the attacks. For example, the cryptanalyst might look for two-alphabet
cipher text patterns since the word to occurs very frequently in English. If the cryptanalyst
finds that two alphabet combinations are found frequently in a cipher text message, she
might try and replace all of them with fo, and then try and deduce the remaining alphabets/
words. Next, the cryptanalyst might try to find repeating three-alphabet patterns and try
and replace them with the word the, and so on.

2.3.4 Homophonic Substitution Cipher

The Homophonic Substitution Cipher is very similar to Mono-alphabetic Cipher. Like a
plain substitution cipher technique, we replace one alphabet with another in this scheme,
However, the difference between the two techniques is that the replacement alphabet set in
case of the simple substitution techniques is fixed (e.g. replace A with D, B with E, etc.),
whereas in the case of Homophonic Substitution Cipher, one plain text alphabet can map
to more than one cipher text alphabet. For instance, A can be replaced by D, H, F, R; B can
be replaced by E, 1, Q, S, etc.

WH Homophonic Substitution Cipher also involves substitution of one plain text
character with a cipher text character at a time, however the cipher text char-
acter can be any one of the chosen set.

2.3.5 Polygram Substitution Cipher

In Polygram Substitution Cipher technique, rather than replacing one plain text alphabet
with one cipher text alphabet at a time, a block of alphabets is replaced with another block.
For instance, HELLO could be replaced by YUQQW, but HELL could be replaced by a
totally different cipher text block TEUI, as shown in Fig. 2.9. This is true in spite the first
four characters of the two blocks of text (HELL) being the same. This shows that in Poly-
gram Substitution Cipher, the replacement of plain text happens block-by-block, rather
than character-by-character.

Mif_ﬂ Polygram Substitution Cipher technigue replaces one block of plain text with a
block of cipher text—it does not work on a character-by-character basis.

1.3.6 Polyalphabetic Substitution Cipher

Leon Battista invented the Polyalphabetic Substitution Cipher in 1568. This cipher has
been broken many times, and yet it has been used extensively. The Vigenere Cipher and
the Beaufort Cipher are examples of Polyalphabetic Substitution Cipher.
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HELLO | Potygram Substitution yuQQw

HELL Polygram Substitution TEUI

Fig 2.9 Polygram substitution

This cipher uses multiple one-character keys. Each of the keys encrypts one plain text
character. The first key encrypts the first plain text character; the second key encrypts the
second plain text character, and so on. After all the keys are used, they are recycled. Thus,
if we have 30 one-letter keys, every 30th character in the plain text would be replaced with
the same key. This number (in this case, 30) is called as the period of the cipher.

- TRANSPOSITION TECHNIQUES

As we discussed, substitution techniques focus on substituting a plain text alphabet with a
cipher text alphabet. Transposition techniques differ from substitution techniques in the
way that they do not simply replace one alphabet with another: they also perform some
permutation over the plain text alphabets.

2.4.1 Rail Fence Technique

The Rail Fence Technique is an example of transposition. It uses a simple algorithm as
shown in Fig. 2.10.

1. Write down the plain text message as a sequence of diagonals.
2. Read the plain text written in step 7 as a sequence of rows.

Fig. 2.10 Rail fence technique

Let us illustrate the Rail Fence Technique with a simple example. Suppose that we have
a plain text message Come home tomorrow. How would we transform that into a cipher text
message using the Rail Fence Technique? This is shown in Fig. 2.11.

As the figure shows, the plain text message Come home tomorrav transforms into
Cmhmtmrooeoeoorw with the help of Rail Fence Technique.

W Rail fence technique involves writing plain text as sequence of diagonals and
then reading it row-by-row te produce cipher text.

It should be quite clear that the Rail Fence Technique is quite simple for a cryptanalyst
to break into. It has very little sophistication built in.
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Original plain text message: Come home tomorrow

1. After we arrange the plain text message as a sequence of diagonals, it would look as
follows (write the first character on the first fine i.e. C, then second character on the second
line, i.e. o, then the third character on the first line, i.e. m, then the fourth character on the
second line, i.e. @ and so on). This creates a zigzag sequence, as shown below.

C\u /m\a/h\ u/rn\aft \ﬂ/‘m \nfr \r /n \w

2. Now read the text row-by-row, and write it sequentially. Thus, we have:
Cmhmtmrooeoeocorw as the cipher text.

2.4.2 Simple Columnar Transposition Technique
i. Basic technique

Fig. 2.11

Example of rail fence technique

Variations of the basic transposition technique such as Rail Fence Technique exist. Such a
scheme is shown in Fig. 2.12, which we shall call as Simple Columnar Transposition Tech-

2. Read the

1. Write the plain text message row-by-row in a rectangle of a pre-defined size.
message column-by-column. However, it need not be in the order of columns 1,

2, 3 etc. It can be any random order such as 2, 3, 1, efc.
3. The message thus obtained is the cipher text message.

Fig. 2.12 Simple columnar transposition technique

Let us examine the Simple Columnar Transposition Technique with an example. Con-
sider the same plain text message Come home tomorrow. Let us understand how it can be

transformed into cipher text using this technique. This is illustrated in Fig. 2.13.

Original plain text message: Come home tomorrow
1. Let us consider a rectangle with six columns. Therefore, when we write the message in the rectangle row-by-row
(suppressing spaces), it would ook as follows:

Column 1 Column 2 Column 3 Column 4 Column 5 Column 6
C ) m ) h )
m e t 0 m o
r r o

2. Now, let us decide the order of columns as some random order, say 4, 6, 1, 2, 5, 3. Then read the text in the
order of these columns.

3. The cipher text thus oblained would be eowoocmroerhmmilo,

Fig. 2.13 Exomple of simple columnar transposition technigue
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W 0 The Simple Columnar Transposition Technique simply arranges the plain text as
a sequence of rows of a rectangle that are read in columns randomly.

Like the Rail Fence Technique, the Simple Columnar Transposition Technique 1s also
quite simple to break into. It is a matter ol trying out a few permutations and combinations
of column orders to get hold of the original plain text. To make matters complex for a
cryptanalyst, we can modify the Simple Columnar Transposition Technique to add another
twist: perform more than one rounds of transposition using the same technique.

2. Simple columnar transposition technique with multiple rounds

To improve the basic Simple Columnar Transposition Technique, we can introduce more
complexity. The idea is to use the same basic procedure as used by the Simple Columnar
Transposition Technique, but do it more than once. That adds considerably more complex-
ity for the cryptanalyst,

The basic algorithm used in this technique is shown in Fig. 2.14.

1. Write the plain text message row-by-row in a rectangle of a pre-defined size.

2. Read the message column-by-column. However, it need not be in the order
of columns 1, 2, 3 etc. It can be any random order such as 2, 3, 1, elfc.

3. The message thus obtained is the cipher text message of round 1.

4. Repeat steps 1 to 3 as many times as desired.

Fig. 2.14 Simple columnar transposition technique with multiple rounds

As we can see, the only addition in this technique to the basic Simple Columnar Trans-
position Technique is step 4, which results in the execution of the basic algorithm on more
than one occasion. Although this sounds trivial, in reality, it makes the cipher text far more
complex as compared to the basic Simple Columnar Transposition Technique. Let us extend
our earlier example to now have multiple rounds of transposition, as shown in Fig. 2.15.

As the Fig. 2.15 shows, multiple rounds or iterations add more complexity to the cipher
text produced by the basic Simple Columnar Transposition Technique. More the number
of iterations, more complex is the cipher text thus produced.

Mﬁ?‘ 0 Cipher text produced by the Simple Columnar Transposition Technique with
multiple rounds is much more complex to crack as compared to the basic
technigue.

2.4.3 Vernam Cipher (One-Time Pad)

The Vernam Cipher, also called as One-Time Pad, is implemented using a random set of
non-repeating characters as the input cipher text. The most significant point here is that
once an input cipher text for transposition is used, it is never used again for any other
message (hence the name ene-time). The length of the input cipher text is equal to the length
of the original plain text. The algorithm used in Vernam Cipher is described in Fig. 2.16.
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: ¥

Original plain text message: Come home tomorrow
Let us consider a rectangle with six columns. Therefore, when we write the message in the

rectangle row-by-row, it would look as follows:

Column 1 Column 2 Column3 | Column4 | Column% | Column &
C m h o
m t o m
r r 0
2. Now, let us decide the order of columns as some random order, say 4, 6, 1, 2, 5, 3. Then read the
text in the order of these columns.
3. The t:ipher text thus obtained would be eowoocmroerhmmito in round 1.
4. Let us perform steps 1 through 3 once more. So, the tabular represaentation of the cipher text atter
round 1 is as follows:
Column 1 Column2 | Column3 | Column4 | Column5 | Column €
e o 0 o] . c
m r o r h
m m t 0
5. MNow, let us use the same order of columns, as before, that is 4, 6, 1, 2, 5, and 3. Then read the text
in the order of these columns.
6. The cipher text thus obtained would be oeochemmormorwot in round 2.
7. Continue like this if more number of iterations is desired, otherwise stop.
Fig. 2.15 Example of simple columnar transposition technique with multiple rounds
1. Treat each plain text alphabet as a number in an increasing sequence, ie. A=0,B=1, ...
Z=25.
2. Do the same for each character of the input cipher text.
3. Add each number comesponding to the plain text alphabet to the comesponding input
cipher text alphabet number.
4. |If the sum thus produced is greater than 26, subtract 26 from it.
5. Translate each number of the sum back to the corresponding alphabet. This gives the

output cipher text.

Fig. 2.16 Algorithm for vernam cipher

Let us apply the Vernam Cipher algorithm to a plain text message HOW ARE YOU using
a one-time pad NCBTZQARX to produce a cipher text message UQXTUYFR as shown in Fig.

2.17.

It should be clear that since the one-time pad is discarded alter a single use, this technique
is highly secure and suitable for small plain text message, but is clearly impractical for large
messages. The Vernam Cipher was first implemented at AT&T with the help of a device
called as the Vernam Machine.

Mﬂ?ﬂ Vernam Cipher uses a one-time pad. which is discarded after a single use. and

therefore, is suitable only for short messages.
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H O W A R E Y O U
1. Plain text 7 M 2 0 17 4 M 14 20
+
2. One-time pad 13 2 1 19 25 16 0 17 23
N C€C B T Z Q A R X
3. Initial Total 20 16 23 19 W 20 22 F B
4. Subtract 26, if > 25 20 16 23 19 16 220 24 5 17
5. Cipher text u Q@ X T Q U Y F R

Fig. 2.17 Example of vernam cipher

2.4.4 Book Cipher/Running Key Cipher

The idea used in Book Cipher, also called as Running Key Cipher is quite simple, and is
similar in principle to the Vernam Cipher. For producing cipher text, some portion of text
from a book is used, which serves the purpose of a one-time pad. Thus, the characters from
a book are used as one-time pad, and they are added to the input plain text message similar

to the way a one-time pad works.

- ENCRYPTION AND DECRYPTION

We have discussed the concepts of plain text and how 1t can be transformed into cipher
text so that only the sender and the recipient can make any sense out of it. There are
technical terms to describe these concepts, which we shall learn now. In technical terms, the
process of encoding plain text messages into cipher text messages is called as encryption.
Figure 2.18 illustrates the idea.

Helio John —O—- limmp Kpio

Plain text Encrypt Cipher text

Fig. 2.18 Encryption

The reverse process of transforming cipher text messages back to plain text messages is
called as decryption. Figure 2.19 illustrates the idea.

ltmmp Kpio +.- Hello John

Cipher text Decrypt Plain text

Fig. 2.19 Decryption
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%w@fﬂ Decryption is exactly opposite of encryption. Encryption transforms a plain text
message into cipher text, whereas decryption transforms a cipher text message
back into plain text.

In computer-to-computer communications, the computer at the sender’s end usually

transforms a plain text message into cipher text by performing encryption. The encrypted
cipher text message is then sent to the receiver over a network (such as the Internet,

although it can be any other network). The receiver's computer then takes the encrypted
message, and performs the reverse of encryption, i.e. it performs the decryption process to
obtain the original plain text message. This is shown in Fig. 2.20.

Sender Receiver
Hello John Hello John
Plain text Plain text

r_—:> Internet =

Fig. 2.20 Encryption and decryption in the real world

To encrypt a plain text message, the sender (we shall henceforth treat the term sender to
mean the sender’s computer) performs encryption, i.e. applies the encryption algorithm. To
decrypt a received encrypted message, the recipient performs decryption, i.e. applies the
decryption algorithm. The algorithm is similar in concept to the algorithms we discussed earlier.

Clearly, the decryption algorithm must be the same as the encryption algorithm. Other-
wise, decryption would not be able to retrieve the original message. For instance, if the
sender uses the Rail Fence Technique for encryption and the receiver uses the Simple
Columnar technique for decryption, the decryption would yield a totally incorrect plain
text. Thus, the sender and the receiver must agree on a common algorithm for any mean-
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ingful communication to take place. The algorithm basically takes one text as input and
produces another as the output.

The second aspect of performing encryption and encryption of messages is the key. What
is a key? A key is something similar to the one time pad used in the Vernam Cipher. Anyone
can use the Vernam Cipher. However, as long as only the sender and the receiver know the
one time pad, no one except the sender and the receiver can do anything with the message.

W_ﬂ Every encryption and decryption process has two aspects: the algorithm and the
key used for encryption and decryption.

This is shown in Fig. 2.21.

Inputs to encryption and
decryption processes

Algorithm Key

Fig. 2.21 Aspects of encryption and decryption

Thus, as an example, the sender and receiver can safely agree to use Vernam Cipher as
the algorithm, and XYZ as the key, and be assured that no one else is able to get any access
to their conversation. Others might know that the Vernam Cipher is in use. However, they
do not know that XYZ is the encryption/decryption key.

M—:‘fﬂ In general, the algorithm used for encryption and decryption processes is usu-
ally known to everybody. However, it is the key used for encryption and
decryption that makes the process of cryptography secure.

Broadly, there are two cryptographic mechanisms, depending on what keys are used. If
the same key is used for encryption and decryption, we call the mechanism as Symmetric Key
Cryptography. However, if two different keys are used in a cryptographic mechanism,
wherein one key is used for encryption, and another, different key i1s used for decryption, we
call the mechanism as Asymmetric Key Cryptography. This is shown in Fig. 2.22,

Cryptography techniques

Symmetric key cryptography Asymmetric key cryptography

Fig. 2.22 Cryptography techniques



Cryptographic Techniques | 43

We shall study the basic concepts behind these two mechanisms now. We shall study the
various computer-based cryptographic algorithms in each of these categories in great detail
in subsequent chapters.

M{] Symmetric Key Cryptography involves the usage of the same key for encryp-
tion and decryption. Asymmetric Key Cryptography involves the usage of one
key for encryption, and another, different key for decryption.

- SYMMETRIC AND ASYMMETRIC KEY CRYPTOGRAPHY
2.6.1 Symmetric Key Cryptography and the Problem of Key Distribution

Before we discuss computer-based symmetric and asymmetric key cryptographic algorithms
(in the next few chapters), we need to understand why we need two different types of
cryptographic algorithms in the first place. To understand this, let us consider a simple
problem statement.

Person A wanls to send a highly confidential letter to another person B. A and B both reside in the
same city, but are separvated by a few miles, and for some reason, cannot meet each other.

Let us now see how we can tackle this problem. The simplest solution would appear to
be that A puts the confidential letter in an envelope, seals it, and sends it by post. A hopes
that no one opens it before it reaches B. This i1s shown in Fig. 2.23.

Fig. 2.23 Simplest way to send a confidential letter

Clearly, this solution does not seem to be acceptable. What is the guarantee that an
unscrupulous person does not obtain and open the envelope before it reaches B? Sending
the envelope by registered post or courier might slightly improve the situation, but will not
guarantee that the envelope does not get opened before it reaches B. After all, someone can
open the envelope, read the confidential letter and reseal the envelope.
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Another option is to send the envelope via a hand-delivery mechanism. Here, A hands the
envelope over to another person P, who personally hand-delivers the envelope to B. Ths
seems to be a shghtly better solution. However, it is still not full prool.

Consequently, A comes up with another idea. A now puts the envelope inside a box, seals
that box with a highly secure lock, and sends the box to B (through the mechanism of post/
courier/hand-delivery). Since the lock is highly secure, nobody can open the box while in
transit, and therefore, open the envelope. Consequently, nobody will be able to read/access
the highly confidential letter! The problem is resolved! If we think about it, we will realize
that the problem indeed seems to be resolved. However, this solution has given birth to a
new problem. How on earth can the intended recipient (B) now open the box, and there-
fore, the envelope? This solution has not only prevented unauthorized access to the letter,
but also the authorized access. That 1s, even B would not be able to open the lock. This
defeats the purpose of sending the letter in this manner, in the first place.

What if A also send the key of the lock along with the box, so that B can open the lock,
and get access to the envelope inside the box, and hence, the letter? This seems absurd. If
the key travels with the box, anybody who has access to the box in transit (e.g. P) can unlock
and open the box.

Therefore, A now comes up with an improved plan. A decides that the locked box should
travel to B as discussed (by post/courier/hand-delivery). However, she will not send the key
used to lock the box along with the box. Instead, she will decide a place and a time to meet
B in person, meet B at that time, and hand over the key personally to B. This will ensure
that the key does not land up in the wrong hands, and that only B can access the confidential
letter! This now seems to be a full-proof solution! 1s 1, really?

If A can meet B in person to hand over the key, she can as well hand the confidential letter
to B in person! Why have all these additional worries and overheads? Remember that the
whole problem started because A and B cannot, for some reason, meet in person!

As a result, we will observe that no solution is completely acceptable. Either it 1s not full-
proof, or i1s not practuically possible. This 1s the problem of key distribution or key ex-
change. Since the sender and the receiver will use the same key to lock and unlock, this is
called as symmetric key operation (when used in the context of cryptography, this operation is
cailed as symmetric key cryptography). Thus, we observe that the key distribution problem
is inherently linked with the symmetric key operation.

Let us now imagine that not only A and B but also thousands of people want to send such
confidential letters securely to each other. What would happen if they decide to go for
symmeitric key operation? If we examine this approach more closely, we can see that 1t has
one big drawback if the number of people that want to avail of its services is very large.

We will start with small numbers and then inspect this scheme for a larger number of
participants. For instance, let us assume that A now wants to communicate with two persons,
B and C securely. Can A use the same kind of lock (1.e. a lock with the same properties, which
can be opened with the same key) and key for sealing the box to be sent to B and C? Of
course, this is not advisable at all! After all, if A uses the same kind of lock and key to seal
the boxes addressed for B and C, what is the guarantee that B does not open the box
intended for C, or vice versa (because B and C would also possess the same key as A)? Even
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if B and C live in the two extreme corners of the city, A cannot simply take such a chance!
Therefore, no matter how much secure the lock and key i1s, A must use a different lock-and-
key pair for B and C. This means that A must buy two different locks and the corresponding
two keys (i.e. one key per lock). This is shown in Fig. 2.24. It must also somehow send the
respective lock-opening keys to B and C.

il

A
C
H'k A.

A

.
N e

Fig. 2.24 Use of separate locks and keys per communication pair

Thus, we have the following situation:

* When A wanted to communicate only with B, we needed one lock-and-key pair (A-B).

* When A wants to communicate with B and C, we need two lock-and-key pairs (A-B and
A-C). Thus, we need one lock-and-key pair per person with whom A wants to commu-
nicate. If B also wants to communicate with C, we have B-C as the third communicating
pair, requiring its own lock-and-key pair. Thus, we would need three lock-and-key
pairs to serve the needs of three communicating pairs.

* Let us consider the participation of a fourth person D. Let us also imagine that all of
the four persons (A, B, C and D) want to be able to communicate with each other
securely. Thus, we have six communicating pairs, namely A-B, A-C, A-D, B-C, B-D and
C-D. Thus, we need six lock-and-key pairs, one per communicating pair, to serve the
needs of four communicating pairs.

* If E is the fifth person joining this group, we have ten communicating pairs, namely
A-B, A-C, A-D, A-E, B-C, B-D, B-E, C-D, C-E and D-E. Thus, we would need ten lock-
and-key pairs to make secure communication between all these pairs possible.

Let us now tabulate these results as shown in Table 2.2 to see if any pattern emerges.
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Table 2.2 Number of parties and correspondingly number of lock-and-key pairs required

Parties invelved Number of lock-and-key pairs required

2 (A, B) - 1 (A-B)

3 (A, B, C) 3 (A-B, A-C, B-C)

4 (A, B, C, D) b (A-B, A-C, A-D, B-C, B-D, C-I)

5(A,B,C, D, E) 10 (A-B, A-C, A-D, A-E, B-C, B-D, B-E, C-D, C-E, D-E)

We can see that:

* 1f the number of parties is 2, we need 2 * (2 - 12 = 2 #* (1)/2 = 1 lock-and-key pair.
* If the number of parties is 3, we need 3 * (3 — 1)/2 = 3 * (2)/2 = 3 lock-and-key pairs.
* If the number of parties is 4, we need 4 * (4 - 1)/2 = 4 * (3)/2 = 6 lock-and-key pairs.
* If the number of parties is 5, we need 5 * (5 - 1)/2 = 5 * (4)/2 = 10 lock-and-key pairs.

Therefore, can we see that, in general, for # persons, the number of lock-and-key pairs
isn * (n— 1)/2! Now, if we have about 1,000 persons in this scheme, we will have 1000 *
(1000 = 1)/2 = 1000 * (999)/2 = 99,9000/2 = 499,500 lock-and-key pairs!

Moreover, we must keep in mind that a record of which lock-and-key pair was issued to
which communicating pair must be maintained by somebody. Let us call this somebody as
T. This is required because it is quite possible that some persons might lose the lock or key,
or both. In such cases, T must ensure that the proper duplicate key is issued, or that the lock
is replaced with an exact replica of the lock, or that a different lock and key pair is issued
(for security reasons), depending on the situation. This is quite a bit of task! Also, who is T,
after all? T must be highly trustworthy and accessible to everybody. This 1s because each
communicating pair has to approach T to obtain the lock-and-key pair. This is quite a
tedious and time-consuming process!

2.6.2 Diffie-Hellman Key Exchange/Agreement Algorithm

|. Introduction

Whitefield Diflie and Martin Hellman devised an amazing solution to the problem of key
agreement, or key exchange in 1976. This solution is called as the Diffie-Hellman Key
Exchange/Agreement Algorithm. The beauty of this scheme is that the two parties, who
want to communicate securely, can agree on a symmetric key using this technique. This key
can then be used for encryption/decryption. However, we must note that Diffie-Hellman
key exchange algorithm can be used only for key agreement, but not for encryption or
decryption of messages. Once both the parties agree on the key to be used, they need to use
other symmetric key encryption algorithms (we shall discuss some of those subsequently) for
actual encryption or decryption of messages.

Although the Diflie-Hellman key exchange algorithm is based on mathematical prin-
ciples, it is quite simple to understand. We shall first describe the steps in the algorithm, then
illustrate its use with a simple example, and then discuss the mathematical basis for it.

2. Description of the algorithm

Let us assume that Alice and Bob want to agree upon a key to be used for encrypting/
decrypting messages that would be exchanged between them. Then, the Diffie-Hellman key
exchange algorithm works as shown in Fig. 2.25.
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1. Firstly, Alice and Bob agree on two large prime numbers, n and g. These two integers need not
be kept secret. Alice and Bob can use an insecure channel to agree on them.

2. Alice chooses another large random number x, and calculates A such that:
A=g"modn

3. Alice sends the number A to Bob.

4. Bob independently chooses another large random integer y and calculates B such that:
B= g"' mod n .

5. Bob sends the number B 1o Alice.

6. A now computes the secret key K1 as follows:

K1 =B*modn
7. B now computes the secret key K2 as follows:
K2 = AY mogd n

Fig. 2.25 Diffie-Hellman key exchange algorithm

It might come as a surprise, but K1 is actually equal to K2! This means that K1 = K2 =
K is the symmetric key, which Alice and Bob must keep secret and can henceforth use for
encrypting/decrypting their messages with. The mathematics behind this is quite interest-
ing. We shall first prove it, and then examine it.

3. Example of the algorithm

Let us take a small example to prove that the Diffie-Hellman works in practical situations.
Of course, we shall use very small values for ease of understanding. In real life, these values
are very large. The process of key agreement is shown in Fig. 2.26.

Having taken a look at the actual proof of Diffie-Hellman key exchange algorithm, let
us now think about the mathematical theory behind it.

4. Mathematical theory behind the algorithm

Let us first take a look at the technical (and quite complicated) description of the complexity
of the algorithm:

Mﬂ Diffie-Hellman key exchange algorithm gets it security from the difficulty of
calculating discrete logarithms in a finite field, as compared with the ease of
calculating exponentiation in the same field.

Let us try to understand what this actually means, in simple terms.

(a) Firstly, take a look at what Alice does in step 6. Here, Alice computes:
K1l = B* mod n.

What is B? From step 4, we have:
B = g’ mod n.
Therefore, if we substitute this value of B in step 6, we will have the following equation:
Kl= (g")* mod n = g™ mod n.
(b) Now, take a look at what Bob does in step 7. Here, Bob computes:
K2 = A" mod n.
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1. Firstly, Alice and Bob agree on two large prime numbers, n and g. These two integers need not
be kept secret. Alice and Bob can use an insecure channel to agree on them.

Letn=11,9="7.

2. Alice chooses another large random number x, and calculates A such that:
A=g"'modn

Let x = 3, Then, we have, A = 7° mod 11 = 343 mod 11 = 2.
3. Alice sends the number A to Bob.
Alice sends 2 to Bob,

4. Bob independently chooses another large random integer y and calculates B such that:
B =g"'modn

Let y = 6. Then, we have, B = 7° mod 11 = 117649 mod 11 = 4.
5. Bob sends the number B to Alice.
Bob sends 4 to Alice,

6. A now computes the secret key K1 as follows:
K1 =B"modn

We have, K1 = 4° mod 11 = 64 mod 11 = 9.

7. B now computes the secret key K2 as follows:
K2 = A" mod n

We have, K2 = 2° mod 11 = 64 mod 11 = 9,

Fig. 2.26 Example of Diffie-Hellman key exchange

What is A? From step 2, we have:

A = ¢" mod n.

Therefore, if we substitute this value of A in step 7, we will have the following equation:
K2 = (g*) mod n = g* mod n.

Now, basic mathematics says that:

K™ = K

Therefore, in this case, we have: K1 = K2 = K. Hence the proof.

An obvious question now is, if Alice and Bob can both calculate K independently, so can
an attacker! What prevents this? The fact is, Alice and Bob exchange n, g, A and B. Based
on these values, x {(a value known only to Alice) and y (a value known only to Bob) cannot
be calculated easily. Mathematically, the calculations do find out x and y are extremely
complicated, if they are sufficiently large numbers. Consequently, an attacker cannot cal-
culate x and v, and therefore, cannot derive K.

5. Problems with the algorithm

Can we now consider that the Diffie-Hellman key exchange algorithm solve all our prob-
lems associated with key exchanger Unfortunately, not quite! |

Dithe-Hellman key exchange algorithm can fall pray to the man-in-the-middle attack
(or to be polinically correct, woman-in-the-middle attack), also called as bucket brigade attack.
The way this happens is as follows.
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Alice Tormn Bob
Ki =B*mad n K1 =B"modn K2 =AY mod n
= 4* mod 1 = 8% mod 11 = 99 mod 11
= 64 mod 11 = 16777216 mod 11 = JB7420488 mod 11
=0 =5 =5
K2 = AY mod n
= 2% mod 11
= 64 mod 11
=9

Fig. 2.32 Man-in-the-middle attack—Part ¥i

Let us now revisit the question as to why Tom needs two keys. This is because at one side,
Tom wants to communicate with Alice securely using a shared symmetric key (9), and on the
other hand, he wants to communicate with Bob securely using a different shared symmetric
key (5). Only then can he receive messages from Alice, view/manipulate them and forward
them to Bob, and vice versa. Unfor tunately for Alice and Bob, both will {incorrectly) believe
that they are directly communicating with each other. That is, Alice will feel that the key 9
is shared hetween her and Bob, whereas Bob will feel that the key 5 is shared between him
and Alice. Actually, what is happening is, Tom is sharing the key 9 with Alice and 5 with Bob!

This is also the reason why Tom needed both sets of the secret variables x and vy, as well
as later on, the non-secret vanables A and B.

As we can see, the man-in-the-middle attack can work against the Dithe-Hellman key ex-
change algorithm, causing it to fail. This is plainly because the man-in-the-middle makes the
actual communicators believe that they are talking to each other, whereas they are actually
talking to the man-in-the-middle, who is talking to each of them!

However, not evervthing is lost. If we think deeply and try to come up with the scheme
that will still work, an alternatives emerges: namely an asymmetric key operation.

2.6.3 Asymmetric Key Operation

In this scheme, A and B do not have to jointly approach T for a lock-and-key pair. Instead,
B alone approaches T, obtains a lock and a key (K1) that can seal the lock, and sends the
lock and key K1 to A. B tells A that A can use that lock and key to seal the box before sending
the sealed box to B. How can B open the lock, then?

An interesting property of this scheme is that B possesses a different but related key (K2),

which is obtained by B from T along with the lock and key K1, enly which can open the
lock. It is guaranteed that no other key, and of course, including the one used by A (1.e. K1)

for locking, can open the lock. Since one key (K1) is used for locking, and another; different
key (K2) is used for unlocking; we will call this scheme as asymmetric key operation. Also, T is
clearly defined here as a trusted third party. T is cerufied as a highly trustworthy and
efficient agency by the government.

This means that B possesses a key pair (i.e. two kE}rs K1 and K2). One key (i.e. K1) can
be used for locking, and only the corresponding other key (i.e. K2) from the key pair can
be used for unlocking. Thus B can send the lock and key K1 to anybody (e.g. A) who wants
to send anything securely to B. B would request the sender (e.g. A) to use that lock and key
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Try with key=0

Cipher text Plain text

R$900-=-P:. - Decrypt - VAS510->02

Try with kay= 1

Plain text

“ 75ve_= :al

Cipher text

R$900-=-P;. ‘

Try with key=
90.171.451,191

Cipher text Plain text

R$900-=-P;, - Decrypt - To: Payroll

Fig. 2.35 Brute force attack

In computer terms, the concept of key range leads us to the principle of key size. Just as
we measure the value of stocks with a given index, gold in troy ounces, money in dollars,
pounds or rupees, we measure the strength of a cryptographic key with key size. We measure
key size in bits, and represent is using the binary number system. Thus, our key might be
of size 40 bits, 56 bits, 128 bits, and so on. In order to protect ourselves against a brute force
attack, the key size should be such that the attacker cannot crack it within a specified amount
of time. How long it should be? Let us study this.

At the simplest level, the key size can be just 1 bit. This means that the key can be either
0 or 1. If the key size is 2, the possible key values are 00, 01, 10, 11. Obviously, these
examples are merely to understand the theory, and have no practical significance.

From a practical viewpoint, a 40-bit key takes about 3 hours to crack. However, a 41-bit
key would take 6 hours, a 42-bit key takes 12 hours, and so on. This means that every
additional bit doubles the amount of time required to crack the key. Why is this so? This
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Asymmetric Key Cryptography
Brute-force attack

Caesar Cipher

Clear text

Cryptanalyst

Decryption

Encryption

Homophonic Substitution Cipher
Man-in-the-middle attack
One-Time Pad

Polygram Substitution Cipher
Running Key Cipher

Simple Columnar Transposition
Technique with multiple rounds
Transposition Cipher
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@ Book Cipher

@ Bucket brigade attack

@ Cipher text

@ Cryptanalysis

@ Cryptography

@ Decrypuon algorithm

@ Encryption algorithm

@ Key

@& Mono-alphabetic Cipher

@ Plain text

@ Rail Fence Technique

@ Simple Columnar Transposition Technique
@ Substitution Cipher

@ Symmetric Key Cryptography
@ Vernam Cipher

Multiple-choice Questions

. The language that we commonly use can be termed as

. Caesar Cipher is an example of

(a) pure text (b) simple text
(c) plain text (d) normal text
The codified language can be termed as

(a) clear text (b) unclear text
(c) code text (d) cipher text

In substitution cipher, the following happens.
(a) characters are replaced by other characters
(b) rows are replaced by columns

(c) columns are replaced by rows

(d) none of the above
Transposition cipher involves :
(a) replacement of blocks of text with other blocks

(b) replacement of characters of text with other characters

(c) strictly row-to-column replacement

(d) some permutation on the input text to produce cipher text

(a) Substitution Cipher

(b) Transposition Cipher

(c) Substitution as well as Transposition Cipher
(d) none of the above
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- INTRODUCTION

We have discussed the basic concepts of cryptography, encryption and decryption. Comput-
ers perform encryption quite easily and fast. Symmetric key cryptography has been quite
popular over a number of years. Of late, it is losing the edge to asymmetric key cryptog-
raphy. However, as we shall study later, most practical implementations use a combination
of symmetric and asymmetric key cryptography.

In this chapter, we shall look at the various aspects of symmetric key cryptography. We
shall see the various types and modes of symmetric key algorithms. We shall also examine
why chaining is useful.

This chapter also discusses a number of symmetric key algorithms in great detail. We go
to the last bit of explanation, which should make the reader understand how these algo-
rithms work. The algorithms discussed here are: DES (and its variations), IDEA, RC5 and
Blowfish. We also touch upon the Rijndael algorithm, which is approved by the US Govern-
ment as the Advanced Encryption Standard (AES).

After reading this chapter, the reader should have a complete understanding of how
symmetric key encryption works. However, if the reader is not very keen in understanding
the minute details of the algorithms, the relevant sections can be skipped without any loss
of continuity.

- ALGORITHM TYPES AND MODES

Before we discuss real-life computer-based cryptography algorithms, let us discuss two key
aspects of such algorithms: algorithm types and algorithm modes. An algorithm type
defines what size of plain text should be encrypted in each step of the algorithm. The
algorithm mode defines the details of the cryptographic algorithm, once the type is decided.

3.2.1 Algorithm Types

We have been talking about the transformation of plain text messages into cipher text
messages. We have also seen the various methods for performing these transformations
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3. Group structures

When discussing an algorithm, many times a question arises, as to whether it is a group. The
elements of the group are the cipher text blocks with each possible key. Grouping, thus, means
how many times the plain text is scrambled in various ways to generate the cipher text.

4. Concepts of confusion and diffusion

Claude Shannon introduced the concepts of confusion and diffusion, which are significant
from the perspective ol the computer-based cryptographic techniques.

Confusion is a technique of ensuring that a cipher text gives no clue about the original
plain text. This is to try and thwart the attempts of a cryptanalyst to look for patterns in
the cipher text, so as to deduce the corresponding plain text. We already know-how to
achieve confusion: it is achieved by means of the substutution techniques discussed earlier.

Diffusion increases the redundancy of the plain text by spreading it across rows and
columns. We have already seen that this can be achieved by using the transposition tech-
niques (also called as permutation techniques).

Stream cipher relies only on confusion. Block cipher uses both confusion and diffusion.
We leave the question of why this is the case, to the reader.

3.2.1 Algorithm Modes

An algorithm mode is a combination of a series of the basic algorithm steps on block cipher,
and some kind of feedback from the previous step. We shall discuss 1t now, as it forms the
basis for the computer-based security algorithms. There are four important algorithm
modes, namely, Electronic Code Book (ECB), Cipher Block Chaining (CBC), Cipher Feed-
back (CFB) and Output Feedback (OFB). This is shown in Fig. 3.5. The first two modes
operate on block cipher, whereas the latter two modes are block cipher modes, which can
be used as if they are working on stream cipher.

Algorithm Modes
Electronic Code Cipher Block Cipher Feedback Cutput
Book (ECB) Chaining (CBC) (CFB) Feedback ({OFB)
T T T 1
| I | I
[ e it A - 1 | g e 4- 1
| These two modes work on | : ]lmsahm:mdasmrknn:
i block ciphers acting as
| black cip I I stream ciphers. '
R, I e e e e e o = = = = I

Fig. 3.5 Algorithm modes

We shall discuss the algorithm modes in brief now.
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3. Cipher Feedback (CFB) mode

Not all applications can work with blocks of data. Security is also required in applications
that are character-oriented. For instance, an operator can be typing keystrokes at a termi-
nal, which need to be immediately transmitted across the communications link in a secure
manner, i.e. by using encryption. In such situations, stream cipher must be used. The Cipher
Feedback (CFB) mode is useful in such cases. In this mode, data is encrypted in units that
are smaller (e.g. they could be of size 8 bits, 1.e. the size of a character typed by an operator)
than a defined block size (which is usually 64 bits).

Let us understand how CFB mode works, assuming that we are dealing with j bits at a
time (as we have seen, usually, but not always, j = 8). Since CFB 1s slightly more complicated

as compared to the first two cryptography modes, we shall study CFB in a step-by-step
fashion.

Step 1: Like CBC, a 64-bit Initiahzation Vector (IV}) is used in the case of CFB mode. The
IV is kept in a shift register. It is encrypted in the first step to produce a corresponding 64-
bit IV cipher text. This 15 shown in Fig. 3.10.

-—'Eﬂﬂrll—- Encrypted IV
I

Key

Fig. 3.10 CFB—Step |

Step 2: Now, the leftmost (1.e. the most significant) j bits of the encrypted 1V are XORed
with the first j bits of the plain text. This produces the first portion of cipher text (say C)
as shown in Fig. 3.11. C is then transmitted to the receiver.

First j bits of the First j bits of the
Encrypted IV plain text
-1 XOR
r
Cipher text 1
(C)

Fig.3.11 CFB—Step 2

Step 3: Now, the bits of IV (i.e. the contents of the shift register containing IV) are
shifted left by j positions. Thus the rightmost j positions of the shift register now contain
unpredictable data. These rightmost j positions are now filled with C. This is shown in
Fig. 3.12.
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H DATA ENCRYPTION STANDARD (DES)
3.4.1 Background and History

The Data Encryption Standard (DES), also called as the Data Encryption Algorithm (DEA)
by ANSI and DEA-1 by ISO, has been a cryptographic algorithm used for over two decades.
Of late, DES has been found vulnerable against very powerful attacks, and therefore, the
popularity of DES has been shghtly on the decline. However, no book on security is com-
plete without DES, as it has been a landmark in cryptographic algorithms. We shall also
discuss DES at length to achieve two objectives: Firstly to learn about DES, but secondly and
more importantly, to dissect and understand a real-life cryptographic algorithm. Using this
philosophy, we shall then discuss some other cryptographic algorithms, but only at a con-
ceptual level; because the in-depth discussion of DES would have already helped us under-
stand in-depth, how computer-based cryptographic algorithms work. DES is generally used
in the ECB, CBC or the CFB mode.

The origins of DES go back to 1972, when in the US, the Nanonal Bureau of Standards
(NBS), now known as the National Instutute of Standards and Technology (NIST) em-
barked upon a project for protecting the data in computers and computer communications.
They wanted to develop a single cryptographic algorithm. After two years, NBS realized
that IBM’s Lucifer could be considered as a serious candidate, rather than developing a fresh
algorithm from scratch. After a few discussions, in 1975, the NBS published the details of
the algorithm. Towards the end of 1976, the US Federal Government decided to adopt this
algorithm, and soon, it was renamed as Data Encryption Standard (DES). Soon, other bodies
also recognized and adopted DES as a cryptographic algorithm.

3.4.2 How DES Works

|. Basic principles

DES is a block cipher. It encrypts data in blocks of size 64 bits each. That is, 64 bits of plain
text goes as the input to DES, which produces 64 bits of cipher text. The same algorithm
and key are used for encryption and decryption, with minor differences. The key length is
56 bits. The basic idea is shown in Fig. 3.16.

E64-bit 64-bit 64-bit
Plain tesxt Plain text Plain text
56-bit Key 56-bit Key ‘ 56-bit Key ‘
DES i  DES =P DES
&4-bit 64-bit B4-bit
Cipher text Ciphar text Cipher text
Block 1 Block 2 Block n

Fig. 3.16 The conceptual working of DES
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Step 2: Expansion Permutation

Recall that after Initial Permutation, we had two 32-bit plain text areas, called as Leh Plain
Text (LPT) and Right Plain Text (RPT). During expansion permutation, the RPT 15 ex-
panded from 32 bits to 48 bits. Besides increasing the bit size from 32 to 48, the bits are
permuted as well, hence the name expanston permutation. This happens as follows:

1. The 32-bit RPT is divided into 8 blocks, with each block consisting ol 4 bits. This 1s
shown in Fig. 3.24,

Original Right Plain Text (RPT) of 32 bits

fot - ot

Black 1 (4 bits) Block 2 {4 bits) Block 8 {4 bits)

Fig. 3.24 Division of 32-bit RPT into eight 4-bit blocks

2. Next, each 4-bit block of the above step is then expanded to a corresponding 6-bit
block. That is, per 4-bit block, 2 more bits are added. What are these two bits? They
are actually the repeated first and the fourth bits of the 4-bit block. The second and
the third bits are written down as they were in the input. This 1s shown in Fig. 3.25.
Note that the first input bit is outputted to the second output position, and also repeats
in output position 48. Similarly, the 32nd input bit is found in the 47th output position
as well as in the first output position.

Clearly, this process results into expansion as well as permutation of the iaput bits while
creating the output,

Input Block 1 (4 bits) Input Block 2 (4 bits)

i
7 8 9 11 12 | 43 44 45 46 47 48
Output Block 2 (B bits) 1| Output Block 8 (6 bits)

1 2 3 4 5 6

I
I
I
|
i
i
i
i
I
|
1 2 3 4 5 6 |
I
i

Qutput Block 1 (6 bits)

Fig. 3.25 RPT expansion permutation process
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T AN
=
1=

Fig. 3.30 Selecting an entry in a S-box based on the 6-bit input

Fig. 3.31 Exaomple of selection of S-box output based on the input

Step 4: P-box Permutation

The output of S-box consists of 32 bits. These 32 bits are permuted using a P-box. This
straightforward permutation mechanism involves simple permutation (i.e. replacement of
each bit with another bit, as specified in the P-box table, without any expansion or compres-
sion). This is called as P-box Permutation. The P-box is shown in Fig. 3.32. For example,
a 16 in the first block indicates that the bit at position 16 of the original input moves to bit
at position 1 in the output, and a 10 in the block number 16 indicates that the bit at the
position 10 of the original input moves to bit at the position 16 in the output.

1&?2-:1212912231?1]1523255153110
232414322?3919|133n52211425

Fig. 3.32 P-box permutation

Step 5: XOR and Swap

Note that we have been performing all these operations only on the 32-bit right half
portion of the 64-bit original plain text (i.e. on the RPT). The left half portion (i.e. LPT)
was untouched so far. At this juncture, the left half portion of the initial 64-bit plain text
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Now, the aim of the cryptanalyst, who is armed with the knowledge of P and C, is to
obtain the values of K1 and K2. What would the cryptanalyst do?

Step 1: For all possible values (2°°) of key K1, the cryptanalyst would use a large table in
the memory of the computer, and perform the following two steps:

1. The cryptanalyst would encrypt the plain text block P by performing the first encryp-
tion operation, i.e. Eg,(P). That is, it will calculate T.

2. The cryptanalyst would store the output of the operation Eg,(P), 1.e. the temporary
cipher text (T), in the next available row of the table in the memory.

We show this process for the ease of understanding using a 2-bit key (actually, the
cryptanalyst has to do this using a 56-bit key, which makes the task a lot harder). Refer to
Fig. 3.38.

FI-
l Table of
iph
Possible Keys Tgft ﬁf}
(Key = K1) . g ]
00 SRS Result = T
01 o A Result=T
10 i FE s SR Result=T g BT
" RS Result = T

Fig. 3.38 Conceptual view of the cryptanalyst’s encrypt operation

Step 2: Thus, at the end of the above process, the cryptanalyst will have the table of cipher
texts as shown in the figure. Next, the cryptanalyst will perform the reverse operation. That
1s, she will now decrypt the known cipher text C with all the possible values of K2 [i.e.
perform Dgo(C) for all possible values of K2]. In each case, the cryptanalyst will compare
the resulting value with all the values in the table of cipher texts, which were computed
earlier. This process (as before, for 2-bit key) is shown in Fig. 3.39.

To summarize:

* In the first step, the cryptanalyst was calculating the value of T from the left hand side
(i.e. encrypt P with K1 to find T). Thus, here T = Eg,(P).

* In the second step, the cryptanalyst was finding the value of T from the right hand side
(Le. decrypt C with K2 to find T). Thus, here T = Dgo(C).

From the above two steps, we can actually conclude that the temporary result (T) can be
obtained in two ways, either by encrypting P with K1, or by decrypting C with K2. This 1s
because, we can write the following equation:
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! nput Plain Text (64 bits) ! !
P1 {16 bits) P2 (16 bits) P3 (16 bits) P4 (16 bits)
K1
K6
K7
K12
K43
K48
-~ K49
| e i
C1 (16 bits) C2 (16 bits) C3 (16 bits) C4 (16 bits)
i 'numut'"m“"{ulﬁa]'m;f .

Fig. 3.42 Broad level steps in IDEA

described as shown in Fig. 3.43. As we can see, these steps perform a lot of mathematical
actions. There are multiplications, additions and XOR operations.

Note that we have put an asterisk in front of the words Add and Multiply, causing them
to be shown as Add* and Multiply*, respectively. The reason behind this is l.hat these are not
mere additions and multiplications. Instead, these are addition modulo 2'° (i.e. addition
modulo 65536) and multiplication modulo 2'° + 1 (i.e. multiplication modulo 65537),
respectively. [For those who are not conversant with modulo arithmetic, if a and b are two
integers, then a mod b is the remainder of the division a/b. Thus, for example, 5 mod 2 is 1
(because the remainder of 5/2 is 1), and 5 mod 3 is 2 (because the remainder of 5/3 is 2)].
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ing 65 bits? For this, IDEA employs the technique of key shifting. At this stage, the original
key is shifted left circularly by 25 bits. That is, the 26th bit of the original key moves to the
first position, and becomes the first bit after the shift, and the 25th bit of the original key
moves to the last position, and becomes the 128th bit after the shift. The whole process 1s
shown in Fig. 3.47.

These 31 bits are used now. Bits 97-122 become K1. The
remaining 5 bits become the first 5 bits of K2 (not shown

to proportion).

(o]

K1 and the first 5 bits of K2 are ready for round 2. Now, the original key
is exhausted. It is circular-left shifted by 25 bits.

Position 1 Position 128

Circular-left shift by 25 bits

We now start from bit position 26. Bit positions 26 to 36 fill up the
remaining 11 bits for K2 from the above step. Then we proceed with K3,
K4, etc. Finally, even after filling up K8, some bits remain unused.

Position 26 Position 25

New Key (128 bits)

Fig. 3.47 Circular-left key shift and its use in sub-key generation for round 2

We can now imagine that the unused bits of the second round (i.e. bit positions 122-128
and 1-25) will firstly be used in round 3, and then a circular-left shift of 25 bits will be
performed on the last key shown in the above figure. This will mean that the new key will
now start with bit position number 51 (original start of 26th bit + circular-left shift of 25
bits). Also, the end bit now will be bit number 50 (original end of 25th bit + circular-left
shift of 25 bits). This key will now be used for the rest of the round 3. Again, its last portions
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working of RC5 using Fig. 3.50. As shown in the figure, there is one initial operation
consisting of two steps (shown shaded), then a number of rounds. As we have noted, the
number of rounds (r) can vary from 0 to 255.

For simplicity, we shall assume that we are working on an input plain text block with size
64-bits. The same principles of operation will apply to other block sizes, in general.

In the first two steps of the one-time initial operation, the input plain text is divided into
two 32-bit blocks A and B. The first two sub-keys (we shall later see how they are generated)

divide the two
e

Ad B and S{1} o produce D,
Startwith a counteri=1.

| Note: First perform all the lefi-hand side steps,
and then come fo the right hand side steps, as

indicated by the step numbers.
1. XOR C and D to produce E. 4. XOR D and F to produce G.
L ¥
2. Circular-left shift E by D bits. 5. Circular-left shift G by F bits.
r
3. Add E and S[2i] to produce F. 6. Add G and 5[2i + 1] to produce H.

]

Increment i by 1.

CallFasC
(ile.C=F) No Check:
CallHasD Isi>r?
(ie.D=H)
Yes
Stop

Fig. 3.50 Encryption using RC5
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Fori=1torto 1 step—1 {i.e. decrement i each time by 1)
A=((B-S[2i+1]) >>> A) XOR A
B = ((A - 5[2i]) >=>B) XOR B

Next |

B=8B-3[1]

A = A - 5[0]

Fig. 3.60 Mathematical representation of RC5 decryption

6. Sub-key creation
Let us now examine the sub-key creation process in RC5. This is a two-step process.

1. In the first step, the sub-keys (denoted by 5[{0], §[1], ...) are generated.
2. The original key is called as L. In the second step, the sub-keys (S[0], S[1], ...) are
mixed with the corresponding sub-portions of the original key (i.e. L[0], L[1], ...).

This is shown in Fig. 3.61.

Sub-key generation | Generate S[0], S[1], ... |
Suh—kag' mixing | Mix with LJ:ln}, £ ... |

Fig. 3.61 Sub-key generation process

Let us understand these two steps.

Step 1: Sub-key generation
In this step, two constants P and Q are used. The array of sub-keys to be generated is called
as S. The first sub-key S[0] 1s initialised with the value of P.

Each next sub-key (Le. 5[1], 5[2], ...) is calculated on the basis of the previous sub-key
and the constant value Q, using the addition mod 2°% operations. The process is done 2 (r
+ 1) = 1 times, where r is the number of rounds, as before. Thus, if we have 12 rounds, this
process will be done 2 (12 + 1) - 1 times, 1.e. 2 (13) - 1 tumes, i.e. 25 times. Thus, we will
generate sub-keys S[0], S[1], ... S[25].

This process is illustrated in Fig. 3.62.

The mathematical form of this sub-key generation is shown in Fig. 3.63.

Step 2: Sub-key mixing
In the sub-key mixing stage, the sub-keys 5[0], §[1], ... are mixed with the sub-portions of

the original key, i.e. L[0], L[1], ... L[c]. Note that c is the last sub-key position in the original
key. This process is shown mathematically in Fig. 3.64.
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- ADVANCED ENCRYPTION STANDARD (AES)
3.8.1 Introduction

In the 1990s, the US Government wanted to standardize a cryptographic algorithm, which
was to be used universally by them. It was to be called as the Advanced Encryption Standard
(AES). Many proposals were submitted, and after a lot of debate, an algorithm called as
Rijndael was accepted. Rijndael was developed by Joan Daemen and Vincent Rijmen (both
from Belgium). The name Rijndael was also based on their surnames (Riyjmen and Daemen).

The need for coming up with a new algorithm was actually because of the perceived
weakness in DES. The 56-bit keys of DES were no longer considered safe against attacks
based on exhaustive key searches, and the 64-bit blocks were also considered as weak. AES
was to be based on 128-bit blocks, with 128-bit keys.

In June 1998, the Rijndael proposal was submitted to NIST as one of the candidates for
AES. Out of the initial 15 candidates, only 5 were short listed in August 1999, In October
2000, Rijndael was announced as the final selection for AES.

According to its designers, the main features of AES are as follows.

(a) Symmetric and parallel structure—This gives the implementers of the algorithm a lot
of flexibility. It also stands up well against cryptanalysis attacks.

(b) Adapted to modern processors—The algorithm works well with modern processors
(Pentium, RISC, parallel).

(c) Suited to smart cards—The algorithm can work well with smart cards.

3.8.2 Operation

In Rijndael, the plain text blocks and keys can be arranged in variable sizes (16, 24 or 32
bytes). The logical view of such a block (of either plain text or key) is shown in Fig. 3.66.

Rijndael consists of 10, 12 or 14 rounds. Each round contains four steps. Each operation
performs a specific function. This idea is shown in Fig. 3.67.

Step 1: Byte Substitution

|

Step 2: Shift Rows
l Repeat these four

steps 10, 12 or 14
times.

Step 3: Mix Columns

1

Step 4: Round Key Addition

Fig. 3.66 Initial plain text/key block Fig. 3.67 Steps in Rijndael
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increases the redundancy of plain text.

{a} Confusion (b)y Diffusion

(¢} Both confusion and diffusion (d) Neither confusion nor diffusion
works on block mode.

(a) CFB (b)y OFB

(c) CCB (d) CBC

DES encrypts blocks of bits.

(a) 32 (h) 56

(c) 64 (d) 128

. There are rounds in DES.

(a) 8 (b} 10
(cy 14 (d) 16
is based on the IDEA algorithm.

(a) S'/MIME (b) PGP
(c) SET (d) SSL

Review Questions

SOl b e

Distinguish between stream and block ciphers.

Discuss the idea of algorithm modes.

What is the idea behind meet-in-the-middle attack?

How can the same key be reused in triple DES?

Distinguish between differential and linear cryptanalysis.

Find out more about the vulnerabilities of DES from the Internet,

Design/Programming Exercises

e RS =

o o

. Write a C program to implement the DES algorithm logic.
. Write the same program as in step 1, in Java.
. Write a Java program that contains functions, which accept a key and input text to be

encrypted/decrypted. This program should use the key to encrypt/decrypt the input by using
the triple DES algorithm. Make use of Java cryptography package.

Write a C program to implement the Blowfish algorithm.

Write the same program in Visual Basic.

. Investigate Rijndael further and write a C program to implement the same.
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Sender Receiver
o) (B)
1 1 T g |
T L
s
Plain Cipher & Cipher Plain
taxt text g text bt
L R = ¥
Encrypt Decrypt
with B's with B's
public private
key key

Fig. 4.1 Asymmetric key cryptography

Similarly, when B wants to send a message to A, exactly reverse steps take place. B
encrypts the message using A's public key. Therefore, only A can decrypt the message back
to its original form, using her private key.

We can consider a practical situation that describes asymmetric key cryptography as used
in real life. Suppose a bank accepts many requests for transactions from its customers over
an insecure network. The bank can have a private key—public key pair. The bank can
publish its public key to all its customers. The customers can use this public key of the bank
for encrypting messages before they send them to the bank. The bank can decrypt all these
encrypted messages with its private key, which remains with itself. As we know, only bank
can perform the decryption, as it alone knows its private key. This concept is shown in Fig.
4.2. We do not show the details of the encryption and decryption processes explicitly, and
assume their presence.

14.4 | THE RSA ALGORITHM
4.4.1 Introduction

The RSA algorithm is the most popular and proven asymmetric key cryptographic algo-
rithm. Before we discuss that, let us have a quick overview of prime numbers, as they form
the basis of the RSA algorithm.

Moo/ A privie iiiber is one that s divisible only by | and iiself. -~ -

For instance, 3 is a prime number, because it can be divided only by 1 or 3. However, 4 1s
not a prime number, because other than by 1 and 4, it can also be divided by 2. Similarly,
5,7,11, 13, 17, ... are prime numbers, whereas 6, 8, 9, 10, 12, ... are non-prime numbers.
A quick observation can also be made that a prime number above 2 must be an odd number
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Encryption algorithm using Decryption aigorithm using
the public key the private key
1. Encode the I‘:‘Ii'l-'gi'l'lﬂl 1. Raise the number to
characterusing A=1,B the power D, here 77,
= 2 elc.
2. Raise the number to & E{;’g?mm:ﬂ:a;:“ by
the power £, here 5. remainder. The
o resuliing number is
3. Divide the resuit by tha ci taxt
119 and get the o R
remainder. The 3. Decode the original
resulting number Is characterusing1=A, 2
the cipher text. = B elc.
F—6 41 4177 F
£ Result modulo 118
Result modulo 119 6 F
=41

Fig. 4.5 Example of the RSA algorithm

The question is, if B can calculate and generate D, anyone else should be able to do that
as welll However, this 1s not straightforward, and herein lies the real crux of RSA.

It might appear that anyone (say an attacker) knowing about the public key E (5, in our
second example) and the number N (119, in our second example) could find the private
key D (77, in our second example) by trial and error. What does the attacker need o do?
The attacker needs to first find out the values of P and ) using N (hecause we know that
N =P x Q). In our example, P and Q are quite small numbers {7 and 17, respectively).
Therefore, it is quite easy to find out P and Q, given N. However, in the actual practice, P
and Q are chosen as very large numbers. Therefore, factoring N to find P and Q is not at
all easy. It is quite complex and ume-consuming. Since the attacker cannot find out P and
Q, she cannot proceed further to find out D, because D depends on P, Q and E. Conse-
quently, even if the attacker knows N and E, she cannot find D, and therefore, cannot
decrypt the cipher text.

Mathematical research suggests that it would take more than 70 years to find P and Q if
N is a 100-digit number.

It i1s estimated that if we implement a symmetric algorithm such as DES and an asymmetric
algorithm such as RSA in hardware, DES is [aster by about 1000 times as compared to RSA.
If we implement these algorithms in software, DES is faster by about 100 times.

“ SYMMETRIC AND ASYMMETRIC KEY CRYPTOGRAPHY TOGETHER
4.5.1 Comparison Between Symmetric and Asymmetric Key Cryptography

Asymmetric key cryptography (or the use of the receiver’s public key for encryption) solves
the problem of key agreement and key exchange, as we have seen. However, this does not
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B

Digital
anvelope l
Receiver
(B)

envelope

Fig. 4.9 Digital envelope reaches B over the network

. ”
E‘f’%\ﬂt _

Digital envelope

Symmetric key

(K1) encrypted

with B's public
key (K2)

Fig. 4.10 B opens the digital envelope using her private key

Firstly, we encrypt the plain text (PT) with the one-time session key (K1) using a
symmetric key cryptographic algorithm. As we know, symmetric key encryption is fast,
and the generated cipher text (CT) is of the same size of the original plain text (PT).
Instead, if we had used an asymmetric key encryption here, the operation would have
been quite slow, especially if the plain text was of a large size, which it can be. Also,
the output cipher text (CT) produced would have been of a size greater than the size
of the original plain text (PT).

Secondly, we encrypted the one-time session key (K1) with B's public key (K2). Since
the size of K1 is going to be small (usually 56 or 64 bits), this asymmetric key encryp-
tion process would not take too long, and the resulting encrypted key would not also
consume a lot of space.



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



Computer-based Asymmetric Key Cryptographic Algorithms I 127

a valid authorization mechanism, just like paper-based signatures. Digital signatures have
legal status now. For example, suppose you send a message to your bank over the Internet,
to transfer some amount from your account to your friend’s account, and digitally sign the
message, this transaction has the same status as the one wherein you hll in and sign the
bank’s paper-based money transter shp.

We have seen the theory behind digital signatures. However, there are some undesirable
elements in this scheme, as we shall study next.

4.6.2 Message Digests

|. Introduction

If we examine the conceptual process of digital signatures, we will realize that it does not
deal with the problems associated with asymmetric key encrypuon, namely slow operation
and large cipher text size. This is because we are encrypting the whole of the original plain
text message with the sender’s private key. As the size of the original plain text can be quite
large, this encryption process can be really very slow.

We can tackle this problem using the digital envelope approach, as before. That is, A
encrypts the original plain text message (PT) with a one-time symmetric key (K1) to form
the cipher text (CT). It then encrypts the one-time symmetric key (K1) with her private key
(K2). She creates a digital envelope containing CT and K1 encrypted with K2, and sends
the digital envelope to B. B opens the digital envelope, uses A's public key (K3) to decrypt
the encrypted one-time symmetric key, and obtains the symmetric key K1. It then uses K1
to decrypt the cipher text (CT) and obtains the original plain text (PT). Since B uses A's
public key to decrypt the encrypted one-time symmetric key (K1), B can be assured that
only A's private key could have encrypted K1. Thus, B can be assured that the digital
envelope came from A.

Such a scheme could work perfectly. However, in real practice, a more efficient scheme
15 used. It involves the usage of a message digest (also called as hash).

A message digest is a fingerprint or the summary of a message. It is similar to the concepts
of Longitudinal Redundancy Check (LRC) or Cyclic Redundancy Check (CRC). That is, it is used to
verify the integrity of the data (i.e. to ensure that a message has not been tampered with after
it leaves the sender but before it reaches the receiver). Let us understand this with the help
of an LRC example (CRC would work similarly, but will have a different mathematical base).

An example of LRC calculation at the sender’s end is shown in Fig. 4.15. As shown, a
block of bits is drganized in the form of a list (as rows) in the Longitudinal Redundancy Check
(LRC). Here, for instance, if we want to send 32 bits, we arrange them into a list of four
(horizontal) rows. Then we count how many 1 bits occur in each of the 8 (vertical) columns.
[If the number of Is in the column is odd, then we say that the column has odd parity
(indicated by a 1 bit in the shaded LRC row); otherwise if the number of 1s in the column
is even, we call it as even parity (indicated by a 0 bit in the shaded LRC row).] For instance,
in the first column, we have two ls, indicating an even parity, and therefore, we have a 0
in the shaded LRC row for the first column. Similarly, for the last column, we have three
Is, indicating an odd parity, and therefore, we have a 1 in the shaded LRC row for the last
column. Thus, the parity bit for each column is calculated and a new row of eight parity bits
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.

306706092A864886F70D010705A05A3058020100300906052B0ED3

Message digest | 021A0500303206092A864886F70D010701A0250423506C65617365
2070617920746865206E65777370617065722062696C6C20746F646

o [Fm————

306A06092A864886F 70D010705A05D3058020100300906052B0OE

Message digest | 03021A0500303506092A864886F70D010701A0280426506C65617
3652070617920746865206E65777370617065722062696C6C20746

Fig. 4.21 Message digest example

Original
message 1
(M1)

1
Z2Y ¢

Fig. 4.22 Message digests should not reveal anything about the original message

4.6.3 MDS5

l. Introduction

MD?5 is a message digest algorithm developed by Ron Rivest. MD5 actually has its roots in
a series of message digest algorithms, which were the predecessors of MD5, all developed by
Rivest. The original message digest algorithm was called as MD. He soon came up with its
next version, MD2. Rivest first developed it, but it was found to be quite weak. Therefore,
Rivest began working on MD3, which was a failure (and therefore, was never released).
Then, Rivest developed MD4. However, soon, MD4 was also found to be wanting. Conse-

quently, Rivest released MD5.
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The values r and s are the signatures of the sender. The sender sends these values to the
receiver. To verify the signature, the receiver calculates:

3. w=s" mod q
ul = (H{m) * w) mod g
u2 = (rw) mod q

V= ({g”"' }f"g‘,i mod p) mod g
[f v = r, the signature is said to be verified. Otherwise, it is rejected.

-ﬁ"u' KNAPSACK ALGORITHM

Actually, Ralph Merkle and Martin Hellman developed the first algorithm for public key
encryption, called as the Knapsack algorithm. It 1s based on the Knapsack problem. This
is actually a simple problem. Given a pile of items, each with different weights, is it possible
to put some of them in a bag (i.e. knapsack) in such a way that the knapsack has a certain
weight?

That 1s, it M1, M2, ..., Mn are the given values and § is the sum, find out bi so that:

S = bIMI + b2M2 + ... + bnMn

Fach bi can be 0 or 1. A 1 indicates that the item 1s in the knapsack, and a 0 indicates that
it is not.

A block of plain text equal in length to the number of items in the pile would select the
items in the knapsack. The cipher text is the resulting sum. For example, if the knapsack
is 1, 7, 8, 12, 14, 20, then the plain text and the resulting cipher text is as shown in Fig.
4.48.

Plain text 0110 11 1110 00 101 140
Knapsack 1 7 812 14 20 1 7 812 14 20 1 7 8 1214 20
Cipher text F+8+14+20=49 1+7+8=16 T+12+14 =33

Fig. 4.48 Knapsack example

*ﬂqi SOME OTHER ALGORITHMS

i |
Let us discuss some other public key algorithms.

4.8.1 Elliptic Curve Cryptography (ECC)

|. Introduction

RSA is the most prominent algorithm used in public key cryptography techniques for
encryption and digital signatures. Over the years, the key lengths for RSA have been
increasing. This puts considerable burden on RSA. Another public key cryptography tech-
nique is gaining popularity in the last few years. It is called as Elliptic Curve Cryptography
(ECC).
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o wM

10,

11.

End

For instance, consider the following example:
To find 77 mod 119, we can have:

(1 x7ymod 119 =7
(7% 7)mod 119 = 49
(49 x 7y mod 119 = 105
(105 x7ymod 119 = 21
(2] x Ty mod 119 = 28
As we can see, 7° mod 119 = 28,

Using this technique, lind 8" mod 117.

Write a C program to implement the above logic.

Write a Java program to implement the same logic.

Consider a plain text alphabet ;. Using the RSA algorithm and the valuesas E=3, D = 11
and N = 15, find out what this plain text alphabet encrypts to, and verify that upon

decryption, it transforms back to G.

Given two prime numbers P = 17 and Q = 29, find out N, E and D) in an RSA encryption

Process.

In RSA, given N = 187 and the encryption key (E) as 17, find out the corresponding private

key (D).
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digital certificates, but also of the information about servers, printers, network resources,
as well as the user’s personal information, such as telephone numbers/extensions, email ids
etc. at a central place in a controlled manner. The directory clients can request for and access
information from this central repository using a directory access protocol, such as the
Lightweight Directory Access Protocol (LDAP). LDAP allows users and applications to
access X.500 directories, depending on their privileges.

The CA then sends the certificate to the user. This can be attached to an email, or the CA
can send an email to the user, informing that the certificate is ready, and that the user should
download it from the CA’s site. The latter possibility is depicted in Fig. 5.11. As shown, the
user gets a screen, which informs the user that his digital certificate is ready, and that he
should download it from the CA's site.

Certificate Management : Certificate Manager

Check
Request
Status
List
Certificates
Import CA
Certificate
Chain
Import
Certificate
Revocation
List

Fig. 5.11 CA informs the user that the certificate is ready and can be downloaded

Request Status

Request: 20
Submitted on: 2/27/2002 17:22:05

Status: complete

Issued Ox00000014
certificate:

Alter the user opts for downloading this certificate, he gets to see the following screen,
as shown in Fig. 5.12. Note that this screen informs the user about the version, serial
number, algorithms used for calculating the message digest and for signing the certificate,
issuer, validity, subject details, etc.
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CA: XYZ

Certificate Revocation List (CRL)
This CAL: 1 Jan 2002, 10:00 am
Next CRL: 12 Jan 2002, 10:00 am

1234567
2819281

Date Reason
30-Dec-01 Key compromised
30-Dec-01 Changed job

Check 3: | must be sure that
this serial number does not

Version

appear in the latest CRL

Certificate Serial Number

published by Bob's CA

Signature Algorithm Identifier

s ST R 'y
. Validity iﬁﬁ%mﬂ

T TR e e .
Subject Public Key Information

Subject Unique Identifier

¥

Check 1: | must be sure that
the certificate has not
expired.

o & . 1 Check 2: | must be able to
25y oE s ST : — verify the entire chain of
ert n 8 ignature certificates/signers.
Bob's digital certificate

Fig. 5.26 Validating a certificate and CRL’s role in the validation process

First CRL CA: XYZ
distribution CRL
CA: XYZ
RL a1
CRL Upda ol
CRL Update 2 S
CAL

Approach 1: Issuing the
full CRL every time

CA: XYZ
Delta CRL

CA: X¥Z
Delta CRL

2: Issuing
only the delta CRL

Fig. 5.27 Delta CRL
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the SSL algorithm, and in fact, succeeded in breaking into it. This was because of the
predictability of generating the random numbers used in 551. Consequently, the SSL
protocol algorithm was enhanced to incorporate more random and unpredictable inputs o
the random number generation process.

5.5.8 PKCS#|5—Cryptographic Token Information Syntax Standard

As we shall discuss later, smart cards can be used to securely store personal informauon about
users, such as their certificates and private keys. This prevents attacks on the private keys,
since they are protected by hardware as well as software. However, the biggest problem with
smart cards today is the lack of interoperability. Smart card vendors provide their own
imterface (API), which is not interoperable with the interface of other vendors. Therefore,
one cannot buy a smart card from X and use the software from Y. This is a big problem. As
we have mentioned, PRCS#11 attempts to resolve this problem with the help of a uniform
interface to which all smart card vendors are expected to comply, in the coming years.

The other problem with smart cards is in the area of information representation. More
specifically, information pieces such as user certificates, private keys etc. are stored on smart
cards differently for different vendors. These differences are in the form of data structures,
file organizations, directory hierarchies, etc. PKCS#15 specifies a uniform (standardized)
token format to resolve these incompatbilities. If and when the smart card and other
hardware token vendors comply with this, smart card applications should become
interoperable even in terms of data access.

@ XML, PKI AND SECURITY

Although the technology of PKI is quite promising and exciting, there are a few hurdles in
implementing it. The chief of these hurdles is the lack of operability among vendor solu-
tons. For instance, it is not very easy to integrate the PKI offering of Vendor X with that
of Vendor Y easily.

The EXtensible Markup Language (XML) is at the center stage of the modern world of
technology. XML forms the backbone of the upcoming technologies, such as Web services.
Almost every aspect of Internet programming is concerned with XML. We request the
reader to study XML through another resource, as it is not the purpose of the current text.
However, we shall discuss the key elements of XML security and its relation to PKIL. The
overall technology related to XML and security can be summarized as shown in Fig. 5.38.

XML Key Management Specification (XKMS)

XML Encryption XML Digital Signature

Fig. 5.38 XML and security
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the public key can be used in relation with other Web services, including X-KISS. This .
protocol can also be used to later retrieve the private key. The protocol has provisions
for authentication of the applicant and proof of possession of the private key.

Dugital certificates solve the problem of key exchange.

Digital certificates can be compared to a person’s driving license or passport.

A digital certificate binds a user with the user’s public key,

A Certification Authority (CA) can issue digital certificales.

X.509 protocol is used to specify the structure of digital certificates.

Since a CA can have great load, it can offload some of its tasks to a Registration Authority (RA).
Root CA uses self-signed certificates.

CA hierarchy helps reduce the burden on a single CA.

Cross-certification is needed for different CAs to intevoperate with each other.

The status of a certificate can be validated using protocols such as CRL, OCSP and SCVE
CRL is offline check.

OCSP and SCVP are online checks.

Digital certificates can be obtained for general/special purposes.

A CA has to provide for key management, arvchirval, stovage and retrieval.

Privale key management is tmportant.

PKIX model deals with the issues related to PKI.

PKCS standards towch upon the various aspects of the PKI technology.

XML securily s now becoming an important concept.

— e =

t”"“-m.__ —
Attribute certificate ® Authority Revocation List (ARL)
Base CRL @ Certificate directory
Certificate Management Protocol (CMP) @ Certificate Revocation List (CRL)
Certificate Signing Request (CSR) @ Certification Authority (CA)
Certification Authority hierarchy @ Chain of trust
Cross-certification 8 Delta CRL
Dictionary attack @ Digital certificate
Lightweight Directory 8 Online Certificate Status Protocol
Access Protocol (LDAP) (OCSP)
Proot Of Possession (POP) 8 Psuedo-random number
Public Key Cryptography Standards @ Public Key Infrastructure X.509 (PKIX)

(PKCS)
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Each of these layers performs a specific pre-de-
fined task. For instance, all the application pro-
grams, such as HTTP, email, etc. are a part of the
application layer. Thus, when a Web browser com-
municates with a Web server using the HTTP proto-
col, the application layer comes into action. The ap-
plication layer on the client computer interacts with
the transport layer of the same computer, which, in
turn, interacts with the Internet laver on the same
computer, which, in turn, interacts with the data link
layer of the same computer, which, finally interacts
with the physical layer of the same computer. At this
stage, the bits are sent as voltage or current pulses Fig. 6.5 TCPIIP layers
via the transmission medium to the other end.

On the server side, after the bits are received by the physical layer in the form ol voltage
or current pulses, the direction of communication is the reverse (physical layer to applica-
tion layer). This concept is shown in Fig. 6.6. Here, we assume that X is the browser and
Y is the Web server.

Communication link

Application |- Application
Transport Transport
Network Network Network Network Network
Data Link Data Link Data Link Data Link Data Link
Physical Physical Physical Physical Physical

l | e &% |

Fig. 6.6 Communication using TCP/IP

Note that the intermediate nodes (i.e. the computers between the browser and the server)
do not have any interaction at the application and transport layers, because they are merely
involved in the forwarding of information (actually, packets) from the source (X) to the
destination (Y).



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



224 | Cryptography and Network Security

In the first step (certificate), the server sends its digital certificate and the entire chain
leading up to root CA to the client. This will help the client to authenticate the server using
the server’s public key from the server’s certificate.

The second step (Server key exchange) is optional. It is used only if the server does not send
its digital certificate to the client in step 1 above. In this step, the server sends its public key
to the client (as the certificate 1s not available).

In the third step (certificate request), the server can request for the client’s digital certificate.
The client authentication in SSL is optional, and the server may not always expect the client
to be authenticated. Therefore, this step is optional.

The last step (server hello done) message indicates to the client that the server's portion of
the hello message (i.e. the server hello message) is complete. This indicates to the client that
the client can now (optionally) verify the certificates sent by the server, and ensure that all
the parameters sent by the server are acceptable. This message does not have any param-
eters. After sending this message, the server waits for the client’s response.

Phase 3: Client authentication and key exchange

The client initiates this third phase of the SSL handshake, and is the sole sender of all the
messages in this phase. The server is the sole recipient of all these messages. This phase
contains three steps, as shown in Fig. 6.14. These steps are: Certificate, Client key ex-

change, and Certificate verify.

Step 1: Certificate >
1] web — [ | web
]| ——— > ||| L
] |

=—————— [Sstep 3: Certificate verify >

Fig. 6.14 Phase 3 of S5L Handshake protocol: Client authentication and key exchange

The hrst step (certificate) is optional. This step is performed only if the server had re-
quested for the client’s digital certificate. If the server has requested for the client’s certifi-
cate, and if the client does not have one, the client sends a No certificate message, instead of
a Certificate message. It then is up to the server do decide if it wants to still continue or not.

Like the server key exchange message, this second step (client key exchange) allows the client
to send information to the server, but in the opposite direction. This information is related
to the symmetric key that both the parties will use in this session. Here, the client creates
a 48-byte pre-master secret, and encrypts it with the server’s public key and sends this en-
crypted pre-master secret it to the server.

The third step (Certificate verify) 1s necessary only if the server had demanded client
authentication. As we know, if this is the case, the client has already sent its certificate to the
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Step 2: Time Stamping Request

Now, the client sends the message digest calculated in step 1 to the Time Stamp Authority (TSA)
for getting it time stamped, as shown in Fig. 6.22. This 1s called as a Time Stamping Request.

Cliem I Step 2: Time Stamping HEQ@
Message

¥—

Fig. 6.212 Time Stamping Request

Step 3: Time Stamping Response
In response to the client’s request, the TSA might decide to grant or reject the time stamp.
If it decides to accept the request and process it, it signs the client’s request together with

the ume stamp by the TSA private key. Regardless, it returns a Time Stamping Response
back to the client. This is shown in Fig. 6.23.

@rp 3: Time Stamping Response TSA

Fig. 6.23 Time Stamping Response

The PKIX model mandates a number of requirements on a TSA. The TSA must use a
trustworthy time source. It must time stamp a message digest. It must not include any
identification of the requesting entity (client) in the timestamp,

ﬁ SECURE ELECTRONIC TRANSACTION (SET)
6.5.1 Introduction

The Secure Electronic Transaction (SET) is an open encryption and security specification
that is designed for protecting credit card transactions on the Internet. The pioneering
work in this area was done in 1996 by MasterCard and Visa jointly. They were jbined by
IBM, Microsoft, Netscape, RSA, Terisa and VeriSign. Starting from that time, there have
been many tests of the concept, and by 1998 the first generation of SET-compliant products
appeared in the market.
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in Fig. 6.44. Of course, it uses the TCP/IP protocol underneath. That is, SMTP runs on top
of TCP/IP (in the application layer).

Internet

| Pull

I

I
|
o A

% S —
—‘_=‘E| Email Emalil ?rn;ﬂ e

Sender Receiver

Sender's Receiver's
SMTP server SMTP server

Fig. 6.44 Email using the SMTP protocol

The basic phases of an email communication consist of the following steps:

1.

At the sender’s end, an SMTP server takes the message sent by a user’'s computer.

2. The SMTP server at the sender’s end then transfers the message to the SMTP server

3.

of the receiver.

The receiver’s computer then pulls the email message from the SMTP server at the
receiver’s end, using other email protocols such as Post Office Protocol (POP) or Internet
Mail Access Protocol (IMAP), which we need not discuss here.

SMTP is actually quite simple. The communication between a client and a server using
SMTP consists of human-understandable ASCII text. We shall first describe the steps and
then list the actual interaction steps. Note that although we describe the communication
between the two SMTP servers, the sender’s SMTP server assumes the role of a chent,
whereas the receiver’s SMTP server assumes the role of the server.

e

- L

Based on the client’s request for an email message transfer, the server sends back
a READY FOR MAIL reply, indicating that it can accept an email message from the client.
The client then sends a HELO (abbreviation of HELLO) command to the server, and
identifies itself.

. The server then sends back an acknowledgement in the form of its own DNS name.
. The client can now send one or more email messages to the server. The email transfer

begins with a MAIL command that identifies the sender.

. The recipient allocates buffers to store the incoming email message, and sends back an

OK response to the client. The server also sends back a return code of 250, which
essentially means OK. The reason both OK and a return code of 250 are sent back is
to help both humans and application programs understand the server’'s intentions
(humans prefer OK, application programs prefer a return code such as 250).

The client now sends the list of the intended recipients of the email message by one
or more RCPT commands (one per recipient). The server must send back a 250 OK or
550 No such user here reply back to the client for each recipient.
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Step 1: Digital signature

This is a typical process of digital signature, which we have studied many times before. In
PGP, it consists of the creation a message digest of the email message using the SHA-I
algorithm. The resulting message digest is then encrypted with the sender’s private key. The
result is the sender’s digital signature. We shall not repeat that discussion here.

Step 2: Compression
This is an additional step in PGP. Here, the input message as well as the digital signature
are compressed together to reduce the size of the final message that will be transmitted. For
this, the famous ZIP program is used. ZIP is based on the Lempel-Ziv algorithm.

The Lempel-Ziv algorithm looks for repeated strings or words, and stores them in variables.
It then replaces the actual occurrence of the repeated word or string with a pointer to the
corresponding variable. Since a pointer requires only a few bits of memory as compared to
the original string, this method results in the data being compressed.

For instance, consider the following string:

What is your name? My name is Atul.

Using the Lempel-Ziv algorithm, we would create two variables, say A and B and replace
the words &5 and name by pointers to A and B, respectively. This is shown in Fig. 6.55.

Original string

Variable creation
and assignment

Compressed string

Fig. 6.55 Lempel-Ziv algorithm, as used by the ZIP program

As we can see, the resulting string What Iyour 2? My 2 I Atul. 1s smaller compared to the
original string What is your name? My name is Atul. Of course, the bigger the original string,
the better the compression gets. The same process works for PGP.

Step 3: Encryption

In this step, the compressed outputs of step 2 (i.e. the compressed form of the original email
and the digital signature together) are encrypted with a symmetric key. For this, generally
the IDEA algorithm in CFB mode is used. We shall not describe this process, as we have
already discussed it in great detail for PEM.

Step 4: Digital enveloping

In this case, the symmetric key used for encryption in step 3 is now encrypted with the
receiver’s public key. The output of step 3 and step 4 together form a digital envelope, as
we had discussed earlier. This is shown in Fig. 6.56.
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Mﬂ Authentication can be defined as determining an identity to the required level of
assurance.

Authentication 1s the first step in any cryptographic solution. We say this because unless
we know who is communicating, there is no point in encrypting what is being communi-
cated. As we know, the whole purpose of encryption is to secure communication between
two or more parties. Unless we are absolutely sure that the parties really are what they claim
to be, there is no point in encrypting the information flowing between them. Otherwise,
there 1s a chance that an unauthorized user can access the information. In cryptographic
terms, we can put this in other words: there is no use of encryption without authentication.

We see authentication checks many times every day. We are required to wear and produce
our 1dentity cards at work, whenever demanded. To use our ATM card, we must make use
of the card as well as the PIN. Many such examples can be given.

The whole idea of authentication is based on secretes. Most likely, the entity being
authenticated and the authenticator both share the same secret (e.g. the PIN in the ATM
example). Another variation of this technique is the case where the entity being authenti-
cated knows a secret, and the authenticator knows a value that is derived from the secret.
We shall study this during the course of this chapter.

- PASSWORDS

7.3.1 Introduction

Passwords are the most common form of authentication.

%w?_'“u A password is a string of alphabets, numbers and special characters, which is
supposed to be known only to the entity (usually a person) that is being authen-
ticated.

There are great myths about passwords. People believe that the use of passwords is the
simplest and the least expensive authentication mechanism, because it does not require any
special hardware or software support. However, as we shall see, this is quite wrong a per-
ception!

7.3.2 Clear Text Passwords

I. How it works?

This is the simplest password-based authentication mechanism. Usually, every user in the
system is assigned a user id and an initial password. The user changes the password periodi-
cally for security reasons. The password is stored in clear text in the user database against
the user id on the server. The authentication mechanism works as described below.

Step 1: Prompt for user id and password
During authentication, the application sends a screen to the user, prompting for the user
id and password. This is shown in Fig. 7.1.
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Application architecture

Let us now think about the architecture of our application. This involves thinking about the
portions that are required on the client-side, and those required on the server-side. Clearly,
the user would perform the cryptographic operations such as message digests, digital signa-
tures and encryption on the client-side (i.e. on the browser machine). We must verify the
results of these operations on the server-side, such as checking if a digital signature was
correct, or to try and decrypt an encrypted message,

Client-side cryptographic processing: On the client-side (i.e. the browser side), we have
decided to use MS-CAPI for cryptographic functionalities. In order to make use of the MS-
CAPI services, pure HI'ML pages are not sufficient. HI'ML pages (i.e. a Web page written
in the HTML language) can be used for displaying text on the browser in a desired format.
However, it cannot perform any client-side processing. Therefore, we must have some other
mechanisms to utilize the services of MS-CAPI on the client-side.

As we know, the most widely used approaches for client-side programming are: client-side
scripting (e.g. JavaScript or VBScript), Java applets or browser plug-ins (ActiveX controls).
Untortunately, JavaScript cannot directly access MS-CAPI. Therefore, that option is ruled
out. We must now decide between applets and plug-ins. Applets are safer to use. But the
drawback with applets is that they are quite slow, both because they are written in Java, and
also because they must be downloaded every time from the Web server to the browser when
a cryptographic operaton is to be performed. Consequently, we shall go for the approach
of browser plug-ins.

A plug-in is downloaded only once—for the very first time it is referenced in a Web page.

After that, it resides inside the browser and can be reused directly without requiring a fresh
download. Plug-ins do create some psychological doubts in the mind of the users, such as the
possibility of performing malicious operations on the user's computer (e.g. introducing a
virus or overwriting the disk contents). However, to guard against such doubts, we shall
digitally sign the plug-ins, to create confidence in the mind of the end users. When a signed
plug-in is downloaded from the Web server to the browser, the user is shown a message that
the plug-in is signed, and whether the user wants to trust the organization that has signed
the plug-in.
Server-side cryptographic processing: Server-side cryptographic functionalities are
pretty much straightforward. We shall provide a dedicated cryptographic API, which can
perform the cryptographic operations. The business application of funds transfer would
need to call the functions provided by our cryptographic API. The cryptographic API, in
turn, will call the appropriate toolkit APL.

Thus, the overall cryptographic operations can be summarized as shown in Fig. 10.2.

In order to understand how this works, we shall consider all the desired cryptographic
functionalities one-by-one, in the following sections.

Message digest

As we know, the creation of message digest involves the usage of an algorithm such as MD5
or SHA-1. We will provide a method create_digest ( ) in the plug-in, which, in turn, will call
the message digest function provided by MS-CAPI. Let us understand how this works, step-
hy-step.
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digitally signed over the Internet and that Alice deposit the money into his account by using
Internet banking.

In this discussion, we shall restrict our scope to only the first aspect, i.e. digitally signing
contracts. How would Bob ensure that the contract signing process is complete in all
respects? How would Alice be sure that she is not being cheated? How would a dispute be
settled, if it arises?

In order to ensure that the contract signing happens smoothly, Bob contacts a respected
third party, Trent. Alice also speaks with Trent over phone, and is assured that Trent is a
responsible third party, in which she could trust. With these ideas in place, let us write down
the steps that would ensure that the digital contract signing is complete and comprehensive
in all respects.

1. Alice digitally signs a copy of the contract, and sends it to Trent over the Internet.
2. Bob digitally signs a copy of the contract, and sends it to Trent over the Internet.
3. Trent sends a message to both Alice and Bob, informing them that he has received the
digitally signed contracts from both.
4. At this stage, Alice digitally signs two more copies of the contract, and sends both of
them to Bob.
. Bob now digitally signs both the contract copies received from Alice. He keeps one of
the copies for his records, and sends the other one to Alice.
6. Alice and Bob both inform Trent that they have a copy of the contract, which is digitally
signed by both of them.
7. Trent now destroys the original contract copies received from Alice and Bob in steps
I and 2.

Is this solution foolproof? Let us examine it.

Can Alice deny at a later date that she never signed the contract? She cannot, because Bob
has a copy of the contract, which was signed by him as well as by Alice. It is also the case the
other way round. Bob cannot refute having signed the contract, because Alice has a copy
of the contract signed by both.

Thus, the solution is indeed comprehensive. This solution also involves the use of a third
party (also called as an arbitralor), Trent.

‘ SECRET SPLITTING

Wﬂ Points for classroom discussions

1. What is the need of secrel splitting?

2. What would happen if we split a secret and one of the persons knowing the secret
leaves the organization? Can the original secret still be recovered? Can the person
leaving the organization break the secret before leaving?

3. Is the concept of secret splitting the same as XML signatuwres (signing only a portion
of a document)?

] |

Many umes, it is important to split a secret in such a fashion that the individual pieces of
the secret make no sense. For example, suppose that in a bank, the account details are
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As we can see, god (21, 45) = 3 from the above table.

int ged (int x, int y)
{
int a;

/* If the numbers are negative, make them positive */
if (x<0)
X = -X;
if (y < 0)
y=-
/* No point going ahead if the sum of the numbers is 0 */
f({(x+y)==0)
£
printf {"The sum of %d and %d is 0. ERROR'", x, y);
return -1;
}
a=y,;
while (x = 0)

Fig. A.l C longuage representation of the Euclid’s algorithm

A.2.3 Modular Arithmetic and Discrete Logarithms

Modular arithmetic is based on simple principles. Modulo is the remainder left after an
integer division. For example, 23 mod 11 = 12, because 12 is the remainder of the division
23 / 11. Modular arithmetic then says that 23 and 11 are equivalent. That is, 23 = 11 (mod
12). In general, a =b (mod n) ifa = b + kn for some integer k. Ifa > 0and 0 < b < n,
then b is the remainder of the division a / n. Other names for these are: residue for b and
congruent for a. The triple equal to sign (=) denotes congruence. Cryptography uses com-
putation mod n very frequently.

Modular exponentiation is a one-way function used in cryptography. Solving it is easy.
For example, consider a* (mod n), given the values of a, x and n. It is quite simple to solve.
However, the inverse problem of modular exponentiation is that of finding the discrete
logarithm of a number. This is quite tough. For instance, find x where a* = b (mod n). As
an examplt. if 3* = 15 (mod 17), then x = 6. For large numbers, solving this equation 1s
quite difficult.



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



Cryptography
and
‘Network Security

Security is one of the most significant concerns of any organisation. This book clearly explains the
concepts and practical issues behind Cryptography and Network Security.

The book has a lot of visual appeal, a large number of illustrations (412) are used to aid
understanding. Each chapter is followed by multiple-choice questions, review questions and
design/programming exercises.

Salient Features

L O S R U X

o TR

Visit ws at: www tatamegrawhill.com

http://www.mhhe.com/kahate/cryptography

Practice of security using JAVA and Microsoft Toolkit technologies is demonstrated and practical
implementation issues are discussed.

Lucid explanation of technologies of Enc ryption, Decryption, Symmetric and Asymmetric Key Cryptography.
Detailed analysis and explanation of all major Cryptographic algorithms, including Data Encryption
Standard (DES),International Data Encryption Algorithm (IDEA), RC5, Blowfish, Advanced Encryption
Standard (AES), Rivest Shamir Adleman Algorithm (RSA), Digital Signature Algorithm (DSA).

Discussion on Organizational Security arrangements — Firewalls, Virtual Private Networks {(VPN).

Coverage of Digital Certificates, Digital Signatures, Public Key Infrastructure (PKI) and Extensible Markup
Language (XML) Security.

Facus on Internet Security with coverage of Secure Socket Layer (55L), Secure Hyper Text Transfer Protocol
(SHTTP), Time Stamping Protocol (TSP), Secure Electronic Transaction (SET), 3-D Secure, Pretty Good Privacy
(PGP), Privacy-Enhanced Electronic Mail (PEM), Secure Multi-Purpose Internet Mail Extensions (S/MIME).

Trends in Wireless Security: Wireless Application Protocol (WAP), Global System for Mobile
Telecommunication (GSM), Third Generation Services (3G).

Coverage of authentication mechanisms and Single Sign On (S50) techniques.

A selection of case studies highlighting the various security issues including Denial of Service (DOS) attacks,
Vioting over Internet and Online Banking transactions.

A a number of books on computers and cricket,
He is the co-author of Web Technologies: TCP/IP to Internet A pplication
“ Architectures, published by Tata McGraw-Hill.

The oG Ml tomperves

ISEN 0-07 -049483 -5

; Atul Kahate is Project Manager, i-flex solutions, Pune. He has written
. z.:..'F'
h

Tara McGraw-Hill

il

3]

e W =



